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Abstract

Food prices are important global issue and
their relationship with fuel prices has become
a main concern in society. An increase in the
subsidized fuel price on 3 September 2022 has
allegedly caused a rise in food (grocery) prices.
This paper conducts an empirical study to
analyze the relationships between food prices
in Indonesia: rice, chicken, beef, egg, red chili,
cayenne, shallot, garlic, cooking oil, and sugar.
The study uses time series data of food prices
from 1 January 2018 to 31 December 2023,
which consists of food prices from 87
traditional markets in Indonesia. The
commodlity prices are obtained from online
public data provided by Bank Indonesia. It
divides the analysis (pre- and post-3
September 2022) to see how the relationship
between food prices changes due to the
increase in the subsidized fuel price. It
performs the Peter Clark (PC) algorithm to
generate causal graphs from real datasets

where the true graphs are unknown,
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complements the analysis by performing
Vector Autoregression (VAR) to investigate the
dynamic relationship between food prices,
especially how the subsidized fuel price
increase changes its dynamic relationship. The
causal graphs from pre- and post-increasing
fuel prices show the changes in the role of
variable relationships, e.g., sugar and beef. The
VAR results also show an interesting change in
the IRF pattern. The results from both the PC
algorithm and VAR show that there is a
structural change in the relationship between
food prices and that there is a different effect
of price shock due to the subsidized fuel price
increase. It might have been an indication of a
change in the consumption pattern in society
as a response to a food price increase. This
must be a huge task to do in maintaining food
prices when there is an adjustment in the

subsidized fuel prices.
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Abstract

Food prices are important global issue and their relationship with fuel prices has become a main concern in society. An
increase in the subsidized fuel price on 3 September 2022 has allegedly caused a rise in food (grocery) prices. This paper
conducts an empirical study to analyze the relationships between food prices in Indonesia: rice, chicken, beef, egg, red chili,
cayenne, shallot, garlic, cooking oil, and sugar. The study uses time series data of food prices from 1 January 2018 to 31
December 2023, which consists of food prices from 87 traditional markets in Indonesia. The commodity prices are obtained
from online public data provided by Bank Indonesia. It divides the analysis (pre- and post-3 September 2022) to see how the
relationship between food prices changes due to the increase in the subsidized fuel price. It performs the Peter Clark (PC)
algorithm to generate causal graphs from real datasets where the true graphs are unknown. It complements the analysis by
performing Vector Autoregression (VAR) to investigate the dynamic relationship between food prices, especially how the
subsidized fuel price increase changes its dynamic relationship. The causal graphs from pre- and post-increasing fuel prices
show the changes in the role of variable relationships, e.g., sugar and beef. The VAR results also show an interesting change
in the IRF pattern. The results from both the PC algorithm and VAR show that there is a structural change in the relationship
between food prices and that there is a different effect of price shock due to the subsidized fuel price increase. It might have
been an indication of a change in the consumption pattern in society as a response to a food price increase. This must be a
huge task to do in maintaining food prices when there is an adjustment in the subsidized fuel prices
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1. Introduction

Machine learning has been widely adopted across
various fields, bringing about significant advancements.
Machine learning has been instrumental in enhancing
the monitoring and optimizing processes in sectors like
cement production, showcasing its effectiveness in
addressing industrial challenges [1]. Machine learning
has also emerged as a powerful tool in the field of
econometrics, offering advancements over traditional
econometric techniques in data processing, prediction,
and regression analysis [2] . The application of machine
learning in econometric research has gained significant
popularity in recent years, driven by the need for more

sophisticated analytical tools that can handle complex
datasets and uncover intricate relationships among
variables. Machine learning algorithms like random
forests, support vector machines, and neural networks
have been introduced into the econometric toolbox,
expanding the range of analytical tools available for
economic analysis and policymaking [3], [4]. Machine
learning offers numerous benefits across various fields,
including improved prediction accuracy, enhanced
decision-making processes, and the ability to handle
large and complex datasets efficiently[5]. Machine
learning techniques, such as deep learning, have shown
advancements over traditional econometric models in
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tasks like forecasting, classification, and regression
analysis [6].

Machine learning is not without limitations with one
significant challenge being the potential bias present in
machine learning models, which can lead to unfair
outcomes and discriminatory decisions [7]. Biases can
arise from various sources, including biased training
data, algorithmic design, and human input, impacting
the accuracy and reliability of machine learning
predictions. Addressing bias in machine learning
models is crucial to ensure fairness and equity in
decision-making processes. While machine learning
models excel in prediction accuracy and flexibility, they
may lack interpretability and transparency compared to
traditional econometric models [8]. Explainability
remains a critical issue in machine learning, especially
in complex models like neural networks, where
understanding the reasoning behind predictions is
challenging. This lack of transparency can hinder the
establishment of causal inferences and limit the
trustworthiness of machine learning outcomes.

Fuel subsidies have become one of the government's
policies to assist poor households. A Reduction in fuel
subsidies may affect economic sectors, i.e., micro-
industrial and food prices. The Indonesian government
also applies a fuel subsidy policy. Some research has
been conducted to study the policy of fuel subsidies in
this country [9], [10]. In Indonesia, the reduction in fuel
subsidies is an interesting issue. Social media analysis
found that a reduction in fuel subsidies brings negative
sentiment from society [11], [12]. One of the issues is
the concern for the affordability of the increase in food
prices. An interesting problem in this research is how
to investigate the effect of the reduction in fuel
subsidies on the increase in food prices. This paper aims
to analyze the dependence relationships among the
variables of food prices pre- and post-reduction in fuel
subsidies. This paper proposes to use a hybrid approach
of machine learning and economic model. This paper
implements the Peter-Clark (PC) algorithm and Vector
Autoregression (VAR). The PC algorithm, known for
its ability to infer causal relationships from
observational data, can be utilized to identify potential
causal links between variables in economic systems
[13]. Meanwhile, VAR is a stochastic process model
and is traditionally used for capturing linear
interdependencies among multiple time series [14],
[15]. One of the primary advantages of the VAR model
is its flexibility in modeling multiple time series without
requiring a priori assumptions about the relationships
among the variables. This hybrid approach is addressed
to improve the understanding and predictive
capabilities of complex systems; and the limitations of
traditional ~econometric  approaches, such as
endogeneity and multicollinearity. However, it is
essential to consider the potential biases that may arise
in machine learning models when integrating them with
econometric frameworks. Bias in machine learning
algorithms can impact the reliability and fairness of the

results, potentially leading to erroneous conclusions in
economic analysis [7].

It combines these two techniques (PC algorithm and
VAR) to investigate the impact of a fuel price increase
on food prices. Both techniques are complementary,
with the PC algorithm providing us with a causal
relationship of combined food prices, while VAR
provides the (dynamic) long-run relationship between
food prices. Like many countries, the increase in fuel
prices is crucial in affecting food prices through
increased production and transportation costs. The
hypotheses lie in two concerns: first, there is a
significant change in the long-run relationship between
food prices due to the fuel price increase; second, the
fuel price increase changes the variation effect of food
prices. It takes a case of the subsidized fuel price
increase in Indonesia (in September 2022) and its effect
on the basic food prices. The contribution of this paper
is the hybrid model of PC algorithm and VAR for
analyzing food prices pre-and post-increasing fuel
prices, a case study in Indonesia.

2. Methods

A research workflow is displayed in Figure 1. The main
steps are data collection, data pre-processing, and
analysis. The analysis consists of causal analysis and
VAR analysis. The causal analysis consists of
generating causal graphs using the PC algorithm and
then analyzing the graph.

Figure 1. Research workflow

The PC algorithm is one of the examples of algorithms
for structure learning Bayesian Networks. The PC
algorithm is a causal learning method with two main
steps: generating skeletons and orienting the edges [16]
[17]. The first step is generating a completed undirected
graph from a dataset. The PC algorithms run conditional
independence tests to find the independence
relationships among variables [18] [19]. The
conditional independence test follows equation (1),
where n, S, a,p and @ represent number of samples,
separation set, significant level, partial correlation and
cumulative distribution function of normal distribution
respectively [18]. Equation 1 tests the dependence
relationship between variables Z,, and Z,, given variable
Zs. Figure 2 shows the first step of the PC algorithm to
generate a graph's skeleton.

21 25 = V=513 oy (225 < 0 (1-5) (@)

The information from the conditional independent test
will be used in the second step to orient the edges.
Figure 3 illustrates how to orient the edges. The output
of the PC algorithm is a graph represented by a
completed partially directed acyclic graph (CPDAG). A
graph generated by the PC algorithm represents causal
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relationships among variables. This graph can be called
a causal graph. A simple causal graph A —» B implies
that A is a cause of B and B is an effect of A. Variance
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Figure 2. The first step of the PC algorithm: generating a skeleton
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Figure 3. The second step of the PC algorithm: orienting the edges

In economics, the implementation of the PC algorithm
has started to grow recently as this method is widely
used to discover causal relationships among variables.
For example, research done in the US found that corn
cash prices in lowa dominate crop pricing over the year
[20] or find causal patterns on nearby futures, spot, and
first-distant futures [21]. The modified PC algorithm
has been used for learning the causal nexus between
monetary policy and inflation [22].

It complements the analysis by performing the Vector
Autoregression (VAR) which is popular for analyzing
the dynamic relationship and long-run, equilibrium
between time series variables by generalizing the
univariate autoregression models [23]. VAR modeling
requires several procedures as follows [24]: i)
performing unit root test to check variable stationery at
1(0), ii) specifying lags for model specification, iii)
estimating the VAR model including impulse response
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and variance decomposition, and iv) diagnostic check
for the estimation results and error measurement.

Statistically check variables' stationarity, ii) investigate
cointegration between non-stationary variables, iii)
specify lag in VECM, and iv) check the goodness-of-fit
of VECM. The Augmented Dickey-Fuller (ADF) [25],
Phillips-Perron (PP) [26], and Zivot-Andrew (ZA) [27]
tests are used to check variables' stationarity. The ADF
test uses an autoregressive process which is given by
Equation 2, where « is a constant, 8 is the coefficient
on a time trend t, i €Jis the lag order of the
autoregressive process, and ¢ is the innovation process
following a zero-mean value. This ADF test is carried
out under the null hypothesis of 2 = 0 indicating the
presence of unit root process in the variable tested;
against the alternative hypothesis of 1 < 0 given the
asymmetrical setup in the critical value setup of ADF
test. The PP test utilizes a non-parametric method of
controlling for serial correlation in the variable tested.
It gives a better unit root test when there exists a
structural break in the process; in our case, the
Coronavirus disease 2019 (COVID-19) pandemic has
been present since early 2020. The PP test specifies an
autoregressive process by Equation 3, where a is the
drift coefficient, § is the deterministic trend coefficient,
and ¢ is the mean zero innovation process. This PP test
takes a null hypothesis of unit root presence ¢ =
1 against the alternative hypothesis of ¢ < 1. The ZA
test accommaodates the existence of structural break in
the dataset which may lead to potentially spurious
results when using standard unit root tests. The ZA test
is specified by Equation 4, where u is the change in the
intercept before and after the break, g is the trend slope
before the break, a is the slope coefficients and are
assumed to be constant, DT.(T},) is a one-time break, b
is the estimated trend and {6, c}are the estimated break
parameters. The VAR for stationary variables the k
dimensional VAR (p) process can be computed using
Equation 5, where {8, y} are the estimated coefficients
of lagged variables and u are the stochastic error terms,
or called impulses or shocks in the VAR model. It takes
a strategy by separating the analysis of pre- and post-
fuel price increases in September 2022. This is to
investigate if there is a significant change in the
relationship between observed food prices due to fuel
price increases.

Ay, = atft + vy, + Z§=1 Ay + & 2
Ye=a+8t+ ¢y, +é& (3)
Ye = 1+ Pt +yDT(Ty) + aye_q + Biey cibye—; + & (4)

Ye=a+t Z§:1 Biye-j + P Z§=1 Xii—j +Uke  (5)

3. Results and Discussions
3.1 Dataset

This paper utilizes the PC algorithm to determine food
commodity price causality in Indonesia namely rice,
chicken, beef, egg, shallot, garlic, red chili, cayenne,

cooking oil, and sugar. These commaodities are collected
in traditional markets across 87 major cities in each
province in Indonesia. The commodity prices are
obtained from online public data provided by Bank
Indonesia. These commodities were sourced from
https://www.bi.go.id/hargapangan/TabelHarga/PasarTr
adisionalDaerah. For context, commadity prices are the
average offered price of a given traditional market, so it
is not the transaction price because frequently there
were negotiations between buyer and seller. The
observation spanned from 1 January 2018 to 31
December 2023. Moreover, since we wanted to capture
the different behaviors before and after the subsidized
fuel price increase, we separated the period into two
groups, before the subsidized fuel increase ranging
from January 2018 to August 2022, and after the
subsidized fuel increase, which occurred from
September 2022 onwards.

3.2. Machine Learning Approach

The preprocessing steps consist of missing values
handling and generating monthly average prices. The
dataset is a monthly time series of food prices from
January 2018 - December 2023. The dataset is divided
into two sections based on the rise of fuel prices on 3
September 2023. The period before fuel price increases
was from January 2018 to August 2022 and from
September 2022 to December 2023. Based on the data
pattern, it found that food prices in Indonesia are
possibly different each month. However, the price
pattern changes after the fuel price rises as represented
in Figure 4. Some commodities that have major changes
after the fuel price increases are rice, egg, beef, and
cooking oil. On the other hand, commadities such as red
chili, cayenne, shallot, and garlic-volatile price
commodities, do not appear to have changed
significantly. It might correlate with the harvesting
period since those commodities are classified as
seasonal agriculture. Thus, the increase in fuel prices
likely does not affect the prices of these volatile
commodities. Besides, chicken and sugar prices show a
slightly different move during changes in fuel prices. It
utilizes correlation analysis to observe the relationship
for each commodity variable in the dataset. It applies
the Pearson correlation to compute the correlation
coefficient among variables. The correlation
coefficients show that they perform all positive
correlations. It means that the prices move together in
the same direction. It takes a correlation coefficient
value p > 0.4 that is strong enough for detailed
analysis. Before the fuel price increases, eggs had many
significant correlations with other commaodities, such as
chicken, shallot, red chili, cayenne, and sugar.
However, after the fuel price increases, the price of rice
and cooking oil are two variables that experience an
increase in correlation coefficient with some variables
raising fuel prices. The strongest correlation coefficient
is between red chili and cayenne which is around 0.7. It
is not surprising because red chili and cayenne are the
main ingredients in most Indonesian cuisines and they
can substitute each other as a spicy flavoring.
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Figure 4. Monthly trend of food prices before and after increasing fuel prices.
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Before increasing fuel prices, strong positive
relationships happened between the prices of chicken
meat - egg, egg - shallot, egg - red chili, egg - cayenne,
egg - sugar, shallot - garlic, shallot - red chili, shallot -
sugar, garlic - sugar, and red chili - cayenne. The strong
positive relationships after increasing fuel prices consist
of the prices of rice - garlic, rice - red chili, rice - sugar,
chicken meat - egg, chicken meat - shallot, chicken
meat - garlic, chicken meat - cooking oil, shallot -
cooking oil, garlic - cooking oil, garlic - sugar, red chili
- cayenne, red chili - sugar, and cayenne - sugar. The
price of rice and cooking oil are two variables that
experience increasing in correlation coefficient with
some variables after rising fuel prices. The strongest
correlation coefficient is between red chili and cayenne
which isaround 0.7. It is not surprising because red chili
and cayenne are the main ingredients in most
Indonesian cuisines and they can substitute each other
as spicy flavoring. In this case, it cannot be claimed that
this correlation is a causation. Thus, the data shown
above does not mean that one commodity causes the
others.

Causal learning inference is a machine learning
approach to investigate the possible dependent
relationships among variables. This paper implements
the PC algorithm from the R package pcalg. The graphs
are generated from dataset using the PC algorithm at the
significance level @ = 0.01. Figure 5 shows a graph
generated from a dataset before increasing the fuel
prices using the PC algorithm at ¢ = 0.01.

PC Algorithen: A Graph Before Increasing Fuel Price

)

R . G

Figure 5. A causal graph was generated from a dataset pre- the rise
of fuel prices

A learned graph generated using the PC algorithms
from a dataset before rising fuel prices says that red chili
prices influence garlic prices, garlic prices affect shallot
prices, and shallot prices work on sugar prices. It also
shows that cayenne price is a cause variable of red chili
and egg price. Egg price is a cause variable of shallot

price and rice price is a cause variable of sugar price.
Beef prices affect shallot, cayenne, and rice prices.
Cooking oil prices influence beef and rice prices.

Figure 6 displays a graph generated from the data after
the increase of fuel prices using the PC algorithm. A
learned graph shows red chili prices influence sugar and
cayenne prices. Cayenne's price is also affected by
sugar prices and beef prices. Cayenne's price is found to
affect the egg price. Beef prices predispose cayenne and
chicken prices. Chicken and shallot prices affect egg
prices. Rice prices sway sugar prices. Garlic and
cooking oil prices influence rice prices.

PC Algorithm: A Graph After Increasing Fuel Price

g

o)
G|

Figure 6. A causal graph was generated from a dataset post the rise
of fuel prices

Comparing two causal graphs pre- and post-increasing
fuel prices, sugar and beef have changed their influence.
Before increasing fuel prices, sugar was an effect
variable of rice and shallot but then changed into a cause
variable of cayenne. Before increasing fuel prices, there
were no direct dependent relationships between beef
and chicken. However, after increasing fuel prices, beef
becomes a cause variable for chicken. It shows that the
reduction the fuel subsidies influences some food prices
and possibly leads to changes the household
consumption.

3.3 Vector Autoregression (VAR) Approach

The results using VAR can be explained as follows.
Tables 1 and 2 show ADF, PP, and ZA tests before and
after increasing fuel prices. In this analysis, it found that
the optimal lag selection for the pre-period is 6 and the
post-period is 2. Determining optimal lag selection
would lead the VAR model to be parsimonious so the
models are simple with great explanatory predictive
power. We also conducted a stability test to check
whether the models were stable. The IRF and FEVD
results would not have a clear interpretation if the
models are not stable because IRF and FEVD do not
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reach equilibrium. After testing, both are stable using
AR roots of Characteristic polynomials.

Table 1. ADF, PP and ZA tests pre increasing fuel price

Variables ADF . '.DP . ZA
Level I(0)  First-difference 1(1) Level 1(0) First-difference I(1) Level
Beef 0.56 0.01 0.07 0.01 -4.51
Cayenne 0.01 0.01 0.06 0.01 -5.75
Chicken 0.01 0.01 0.01 0.01 -5.12
Cooking 0.01 0.01 0.92 0.01 -341
oil
Egg 0.58 0.01 0.13 0.0 -5.45
Garlic 0.01 0.01 0.59 0.01 -4.15
Red chili 0.23 0.01 0.01 0.01 -4.63
Rice 0.03 0.01 0.95 0.01 -5
Shallot 0.03 0.01 0.68 0.01 -4.84
Sugar 0.01 0.01 0.92 0.01 -3.91

In Table 2, note that the data is stationary if ADF & PP
is significant and ZA is not significant. Orthogonal
impulse response and variance decomposition can be
found in Appendix 1 and Appendix 2 (Supplementary
File).

The first model estimate was presented using the
Impulse Response Function (IRF) for each commaodity
in the data. The IRF is attached to the appendices where
itis divided into two periods of time, which are pre- and
post-subsidized fuel price increases in Indonesia. The
pre-period showed that shock in beef and red chili has
overall short-period effects on other commodities. In
beef’s IRF graph, cayenne and red chili have the longest
duration shock effect compared to other commodities.

It indicates that cayenne and red chili, in this regard,
have a complementary relationship with each other
where people usually use beef, red chili, and cayenne as
combined food. The same goes for red chili and cayenne
graphs. Yet, these two commaodities have no huge effect
on each other. Cayenne’s graph exhibited an effect on
chicken, while it is not shown in red chili. Thus, red
chili and cayenne have a mutual relationship with beef,
and cayenne has the same pattern as chicken price. On
the other hand, rice price has the longest effect on other
commodity prices. Rice as a primary food for most
Indonesians showed as a driver for other commodity
prices. It is also supported by Statistics Indonesia that
rice contributed 5 percent (on average) to total
expenditure per capita in Indonesia.

Table 2. ADF, PP and ZA tests post increasing fuel price

Variables A.DF . PP . ZA
Level 1(0) First-difference I(1) Level 1(0) First-difference I(1) Level
Beef 0.43 0.01 0.29 0.01 -5.4
Cayenne  0.58 0.01 0.83 0.01 -4.22
Chicken 0.47 0.01 0.8 0.01 -3.19
Cooking 0.5 0.01 0.95 0.01 -5.19
oil
Egg 0.33 0.01 0.88 0.01 -3.9
Garlic 0.75 0.01 0.94 0.01 -3.17
Red chili  0.46 0.01 0.72 0.01 -3.51
Rice 0.52 0.01 0.95 0.01 -3.05
Shallot 0.34 0.27 0.96 0.01 -2.97
Sugar 0.74 0.02 0.99 0.01 -3.5

However, post-period time showed an interesting
change in the IRF pattern. The rise of subsidized fuel
prices has smoothened the IRF pattern in almost all
commodities in the data. The shock effect has been
shortened since the subsidized fuel price rose. This
might indicate that the consumption patterns of
households also changed. In brief, fuel shock on food
commodities has a huge effect on their prices and leads
to changes in household consumption patterns in
Indonesia.

The results of variance decomposition for each
commodity observed using the VAR approach are used
to determine the relationship between these food
commodities and others. We divided the analysis into
two periods of time, which are pre and post-period. This
period is based on the time when the subsidized fuel

price increases during September 2022. The variance
decomposition would be interpreted as a change in other
commodities’ influences on the commodity observed.

Table 3 and 4 show the forecast error of Variance
Decomposition (FEVD) for commodities during pre-
and post-fuel price increases. In the pre-period, almost
all commodities were affected by the condition of their
market, meaning that other commodities had a lower
influence on the commodity’s price. However, an
interesting result was shown in the price of red chili.
The red chili market only contributed less than 50% of
its prices, while other commodities had, at least, more
than 70%. In this regard, red chili’s prices were
influenced by beef (around 30%-32%) and cayenne
(around 18%-19%).
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(1) = d(log(beef)), (2) = d(log(cayenne)), (3) = d(log(chicken)), (4) = d(log(cooking oil)), (5) = d(log(egg)) , (6) = d(log(garlic)), (7) = d(log(red

chili)), (8) = d(log(rice)), (9) = d(log(shallot)), (10) = d(log(sugar))

Table 3. Forecast Error of Variance Decomposition (FEVD) for Commodities during Pre-Fuel Price

d(log(beef))
Horizon (@) 2 (©) @) ©) (6) @ ®) ©) (10)
1 100% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
10 91.99%  0.87% 0.66% 2.1% 0.53% 0.37% 2.47% 0.41% 0.19% 0.32%
20 91.89%  0.88% 0.70% 2.18% 0.58% 0.39% 2.41% 0.41% 0.19% 0.32%
30 91.89%  0.88% 0.70% 2.18% 0.58% 0.39% 2.41% 0.41% 0.19% 0.32%
d(log(cayenne))
Horizon ) &) ©) 4) ®) (6) () 8) 9) (10)
1 5.27% 94.73%  0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
10 8.84% 87.51%  0.86% 1.14% 0.50% 0.65% 0.42% 0.26% 0.59% 0.23%
20 8.58% 86.68%  1.15% 1.18% 0.71% 0.98% 0.44% 0.27% 0.73% 0.28%
30 8.56% 86.63%  1.16% 1.18% 0.71% 1.01% 0.45% 0.27% 0.73% 0.30%
d(log(chicken))
Horizon (@) ) ©) 4) ®) (6) () 8) 9) (10)
1 13.8% 1.50% 84.64%  0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
10 13.60%  1.9% 81.11%  0.31% 0.63% 0.23% 0.59% 0.42% 0.52% 0.63%
20 13.43%  2.17% 79.85%  0.40% 0.65% 0.23% 0.60% 0.79% 1.02% 0.86%
30 13.37%  2.21% 79.47%  0.41% 0.72% 0.23% 0.60% 0.89% 1.22% 0.87%
d(log(cooking oil))
Horizon ) @ @) 4) ®) (6) () 8) 9) (10)
1 0.05% 0.14% 0.05% 99.76%  0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
10 0.21% 0.34% 0.20% 94.33%  0.33% 1.28% 0.19% 1.41% 0.45% 1.27%
20 0.23% 0.35% 0.21% 93.16%  0.37% 2.01% 0.21% 1.66% 0.55% 1.25%
30 0.23% 0.35% 0.21% 93.06%  0.37% 2.04% 0.22% 1.71% 0.55% 1.26%
d(log(egg))
Horizon ) @ @) 4 ©®) (6) @) ®) 9) (10)
1 1.79% 1.98% 1.54% 0.0%  94.68% 0.0% 0.0% 0.0% 0.0% 0.00%
10 1.31% 3.57% 1.72% 0.38%  89.86% 1.12% 0.13% 0.94% 0.9% 0.07%
20 1.32% 4.17% 1.69% 0.54%  86.41% 1.22% 0.19% 1.89% 2.4% 0.12%
30 1.31% 4.28% 1.67% 0.59%  85.40% 1.22% 0.19% 2.17% 3.07% 0.12%
d(log(garlic))
Horizon (@) 0] @) 4 ®) (6) U] ®) 9) (10)
1 0.66% 0.06% 0.21% 0.37% 0.74%  97.97%  0.00% 0.00% 0.00% 0.00%
10 1.00% 0.49% 0.55% 0.56% 0.83%  95.02%  0.39% 0.15% 0.7% 0.2%
20 0.99% 0.60% 0.69% 0.57% 1.34%  93.26%  0.59% 0.22% 1.47% 0.28%
30 0.99% 0.62% 0.69% 0.57% 1.44%  93.02%  0.59% 0.22% 1.58% 0.28%
d(log(red chili))
Horizon @) &) ©) 4) ®) (6) ) (8) 9) (10)
1 32.11%  18.85%  0.31% 0.05% 0.04% 0.49%  48.14%  0.00% 0.00% 0.00%
10 30.77%  19.41%  0.78% 0.66% 0.72% 1.61%  4457%  0.48% 0.32% 0.68%
20 30.25%  19.58%  0.83% 0.77% 1.04% 2.22%  43.66%  0.48% 0.33% 0.83%
30 3021%  19.59%  0.83% 0.79% 1.05% 2.25%  43.62%  0.49% 0.34% 0.84%
d(log(rice))
Horizon ©) 0] @) 4) Q) (6) () ®) 9) (10)
1 0.00% 0.05% 0.77% 3.98% 0.26% 0.31% 0.80%  93.82%  0.00% 0.00%
10 0.39% 0.42% 0.85% 3.89% 0.85% 0.59% 0.88%  90.64%  1.01% 0.47%
20 0.46% 0.47% 0.82% 4.51% 1.20% 0.60% 0.85%  88.98%  1.63% 0.48%
30 0.48% 0.46% 0.81% 4.68% 1.35% 0.60% 0.85%  88.45%  1.86% 0.47%
d(log(shallot))
Horizon (@) 0 ©) 4) ®) (6) ) ®) 9) (10)
1 2.78% 0.69% 0.29% 0.66% 0.89% 1.54% 1.71% 241%  89.03%  0.00%
10 2.27% 2.70% 0.52% 0.58% 2.89% 1.38% 1.78% 1.96%  8545%  0.46%
20 2.10% 3.87% 0.47% 0.55% 5.19% 1.60% 1.58% 2.05%  81.87%  0.72%
30 2.08% 4.14% 0.46% 0.61% 5.70% 1.62% 1.56% 215%  80.71%  0.97%
d(log(sugar))
Horizon (©) 0 @) 4) ®) (6) ) (8 9) (10)
1 0.01% 1.66% 1.52% 6.83% 0.05% 0.26% 0.47% 7.82% 388%  77.49%
10 0.37% 1.42% 1.32% 6.42% 0.13% 1.16% 1.04% 6.28% 301%  78.86%
20 0.47% 1.34% 1.23% 6.72% 0.16% 1.83% 1.05% 5.86% 2.86%  78.49%
30 0.49% 1.35% 1.22% 6.83% 0.17% 2.02% 1.03% 5.78% 2.87%  78.24%
This result demonstrated that both commodities and the market only drove out half of its price (around

markets had a higher influence on red chili’s price
compared to other commodities markets. This would
indicate that red chili, beef, and cayenne had a
complementary good relationship. On the other hand,
the result from the pre-period has no huge difference
from the post-period. Red chili stayed as the commaodity

50%). Yet, its market control increased to 50%-51%
compared to the pre-period (43%-48%). This could be
interpreted as red chili’s market dependencies on beef
and cayenne decreased in the period observed, meaning
that the increase in subsidized fuel price gradually
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phased out its hinges on other commaodities although it
was not significant.

(1) = d(log(beef)), (2) = d(log(cayenne)), (3) = d(log(chicken)), (4) = d(log(cooking oil)), (5) = d(log(egg)) , (6) = d(log(garlic)), (7) = d(log(red
chili)), (8) = d(log(rice)), (9) = d(log(shallot)), (10) = d(log(sugar))

Table 4. Forecast Error of Variance Decomposition (FEVD) for Commodities during Post Fuel

d(log(beef))
Horizon (@) 2 @) 4) ©) (6) 0] 8 C) (10)
1 100% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
10 90.10% 0.80% 0.31% 3.60% 0.45% 0.34% 3.37% 0.84% 0.09% 0.12%
20 90.05% 0.80% 0.31% 3.59% 0.47% 0.35% 3.37% 0.86% 0.09% 0.12%
30 90.05% 0.80% 0.31% 3.59% 0.47% 0.35% 3.37% 0.86% 0.09% 0.12%
d(log(cayenne))
Horizon D 2 ®) 4) (®) (6) (7 (©) (9) (10)
1 3.21% 96.79% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
10 4.70% 89.99% 0.72% 1.25% 0.30% 0.48% 0.26% 0.16% 1.07% 1.06%
20 4.69% 89.89% 0.73% 1.25% 0.33% 0.49% 0.27% 0.17% 1.09% 110%
30 4.69% 89.89% 0.73% 1.25% 0.33% 0.49% 0.27% 0.17% 1.09% 1.10%
d(log(chicken))
Horizon () ) ®) 4) (®) (6) (7 (©) (9) (10)
1 10.61% 3.52% 85.87% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
10 10.46% 3.24% 80.98% 0.31% 0.27% 0.28% 1.80% 0.60% 1.95% 0.12%
20 10.45% 3.24% 80.92% 0.31% 0.27% 0.29% 1.81% 0.61% 1.98% 0.12%
30 10.45% 3.24% 80.92% 0.31% 0.27% 0.29% 1.81% 0.61% 1.98% 0.12%
d(log(cooking oil))
Horizon D 2 @) 4) (®) (6) (7 ©) (9) (10)
1 0.09% 0.82% 0.02% 99.08% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
10 0.34% 5.14% 0.09% 79.88% 4.73% 3.36% 0.32% 3.44% 0.32% 2.38%
20 0.34% 5.12% 0.09% 79.53% 4.94% 3.39% 0.32% 3.57% 0.32% 2.38%
30 0.34% 5.12% 0.09% 79.53% 4.94% 3.39% 0.32% 3.57% 0.32% 2.38%
d(log(egg))
Horizon (@) 2 @) 4 (®) (6) (7 ©) (9) (10)
1 1.74% 2.711% 2.24% 0.83% 92.48% 0.00% 0.00% 0.00% 0.00% 0.00%
10 1.61% 2.52% 3.81% 0.84% 84.96% 1.91% 0.76% 2.24% 1.06% 0.28%
20 1.61% 2.51% 3.81% 0.85% 84.78% 1.93% 0.75% 2.34% 1.10% 0.30%
30 1.61% 2.51% 3.81% 0.85% 84.78% 1.93% 0.75% 2.34% 1.10% 0.32%
d(log(garlic))
Horizon (1) (2) (3) 4 (5) (6) (7) (8) ) (10)
1 0.27% 0.01% 1.12% 0.32% 0.00% 98.27% 0.00% 0.00% 0.00% 0.00%
10 0.28% 1.72% 1.75% 0.63% 0.05% 93.85% 0.40% 0.29% 0.38% 0.65%
20 0.28% 1.72% 1.76% 0.63% 0.06% 93.72% 0.40% 0.29% 0.38% 0.65%
30 0.28% 1.72% 1.76% 0.63% 0.06% 93.72% 0.40% 0.33% 0.38% 0.70%
d(log(red chili))
Horizon (1) (2) (3) 4 (5) (6) (7) (8) ) (10)
1 16.02% 31.71% 0.05% 0.00% 0.28% 0.02% 51.92% 0.00% 0.00% 0.00%
10 15.09% 31.26% 0.79% 0.98% 0.42% 0.31% 50.83% 0.81% 0.28% 0.24%
20 15.09%  31.24% 0.80% 0.98% 0.43% 0.31% 50.81% 0.82% 0.29% 0.25%
30 15.09% 31.24% 0.80% 0.98% 0.43% 0.31% 50.81% 0.82% 0.29% 0.25%
d(log(rice))
Horizon (1) (2) (3) 4 (5) (6) (7) (8) () (10)
1 0.01% 1.16% 0.35% 0.20% 0.38% 0.12% 0.06% 97.72% 0.00% 0.00%
10 0.28% 1.60% 0.64% 1.10% 1.79% 0.30% 1.33% 92.64% 0.12% 0.19%
20 0.28% 1.61% 0.65% 1.11% 1.80% 0.30% 1.33% 92.60% 0.13% 0.19%
30 0.28% 1.61% 0.65% 1.11% 1.80% 0.30% 1.33% 92.60% 0.13% 0.19%
d(log(shallot))
Horizon D 2 @) 4) (%) (6) ) ®) (9) (10)
1 0.79% 0.76% 8.84% 1.31% 0.24% 7.23% 1.59% 0.57% 78.67% 0.00%
10 0.73% 0.56% 7.89% 1.32% 0.88% 5.58% 2.74% 3.18% 76.14% 0.98%
20 0.73% 0.56% 7.86% 1.31% 0.90% 5.55% 2.74% 3.31% 75.92% 1.12%
30 0.73% 0.56% 7.86% 1.31% 0.90% 5.55% 2.74% 3.31% 75.92% 1.12%
d(log(sugar))
Horizon (@) 2 @) 4) ®) (6) U] (®) (9) (10)
1 0.15% 2.23% 0.06% 0.11% 0.13% 0.76% 0.02% 0.36% 0.03% 96.15%
10 0.14% 1.77% 0.09% 0.16% 0.30% 0.56% 1.19% 0.43% 0.05% 95.31%
20 0.14% 1.77% 0.09% 0.16% 0.30% 0.56% 1.23% 0.43% 0.06% 95.25%
30 0.14% 1.77% 0.09% 0.16% 0.30% 0.56% 1.23% 0.43% 0.06% 95.25%

This result demonstrated that both commodities the result from the pre-period has no huge difference
markets had a higher influence on red chili’s price from the post-period. Red chili stayed as the commodity
compared to other commodities markets. This would and the market only drove out half of its price (around
indicate that red chili, beef, and cayenne had a 50%). Yet, its market control increased to 50%-51%
complementary good relationship. On the other hand, compared to the pre-period (43%-48%). This could be
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interpreted as red chili’s market dependencies on beef
and cayenne decreased in the period observed, meaning
that the increase in subsidized fuel price gradually
phased out its hinges on other commaodities although it
was not significant.

4. Conclusions

This study investigates the change in the long-run
relationship between food prices in Indonesia and how
the subsidized fuel price increase (in September 2022)
may change it. It combines the PC algorithm and the
VAR model for estimation purposes, which helps depict
the causal relationship and dynamic relationship
between food prices in pre- and post-fuel price
increases. The results show that there is a structural
change in the relationship between food prices,
indicating a change in the market structure for basic
groceries. In addition, this may indicate a change in the
long-run household consumption as shown by IRF and
variance decomposition analysis in VAR estimation.
This method, by combining the PC algorithm and VAR,
also provides a comprehensive approach to give a signal
to the government and market regarding policy
intervention needed in the future, especially when
transportation costs are substantial, to determine the
food prices.

The mixture method, in this context, should widen the
realm of methodology used to determine the
relationship  between macroeconomic variables,
particularly when it comes to studying shocks in the
market. However, one should note the possible
extended model and practicalities using different
contexts and variables. Firstly, the use of Bayesian
VAR (BVAR) with a non-linear setup may
accommodate  complex  dynamic interactions,
interdependent uncertainty and limited data; or make
the estimation in the panel data setup at the provincial
level. Secondly, one can use the consumption quantity
of essential groceries to delve deeper into the change in
consumption patterns and nutritional status following
the fuel price increases. Overall, this typical study opens
room for the development of dynamic relationship
modelling and could benefit the government in
providing a mitigation plan for policymakers to address
the complex side effects of a policy.
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Abstract

Food prices are impertant global isswe and their relationship with fuel prices has become @ main concern in socierny. An
increase in the subsidized fuel price on 3 September 2022 has allegedly cowved a rise i food (grocery) prices, This paper
conducts an empirvical study to analvze the relationships between food prices in Indonesia: vice, chicken, beef, exg, red chili,
cayenne, shallos, garlie, cooking oil, and sugar, The study uses time series dm\n ql"fzmd pw{'ﬂfrzm I danuary 2018 ro i‘f
December 2023, which consises of food prices from 87 waditional markets in did dhe ¢ ity prices are o
from online public data provided by Bank Indonesia, It divides the analysis (pre- and post-3 September 2022} to see how the
relationship between food prices changes due to the increase in the subsidized fiel price_ It perfirms the Peter Clark (PC)
algarithm to generate causal graphs from real datavets where the trie graphs are smknown . ft complements the analysis by
perjorming Vecior Awtoregression (VAR) o investipate the dynamic relationship between jood prices, especially how the
subsidized fuel price increase changes ity dynamuc relationship, The causal graphs from pre- and post-increasing fuel prices
show the changes i the role af varmble relaronships, e g, sngar and beef. The VAR resudis alva show an interesting change
i the IRF partern, The results from both the PC algevithin and VAR show thar there &5 a structural change in the relationship
Between food prices and tha ihere is a different effect of price shock due to the subsidized fued price increase, Je might have
been an mdication of o change in the consumption pattern in society os d response fo a food price increose. This must be o
huge task to do in mainiaining food prices when there is an adjustment in the subsidized fuel prices
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1. Introduction

Machine learning has been widely adopted across

various ficlds, bringing about significant advancements.

Machine learning has been instrumental in enhancing
the monitoring and optimizing processes m sectors like
cement production, showeasing its effectiveness in
addressing industrial challenges [1]. Machine learning
has also emerged as a powerful tool 1 the [eld of
cconametrics, offering advancements over traditional

econometric techniques in data processing, prediction

and regression analysis [2] . The application of machine
learning in cconometric rescarch has gained significant
popularity in recent years. driven by the need for more

sophisticated analytical tools that can handle complex
datasets und  uncover intricate relutionships among
variables. Machine learning algorithms like random
forests, support vector machines, and neural networks
have been introduced into the econometric toolbox,
expanding the runge of analytical tools available for
cconomic analysis and policymaking [3], [4]. Machine
learning offers numerous benefits across various fields,
including improved prediction uccuracy, enhanced
decision-making processes. and the ability to handle
large and complex datasets efliciently[5]. Machine
learning technigues, such as deep learning, have shown
advancements over traditional cconometric models in
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tasks like forecasting, classification, and regression
analysis [6].

Machine learning is not without limitations with one
significant challenge being the potential bias present in
machine learning models, which can lead to unfair
outcomes and discriminatory decisions [7]. Binses can
arise from various sources, including biascd training
data, algorithmic design, and human mpul, impacting
the accuracy and reliability of machine leamning
predictions.  Addressing bias in muchine leaming
models is crucial to ensure fainess and equity in
decision-making processes. While machine learning
models excel in prediction accuracy and flexibility, they
may lack interpretability and transparency compared to
traditiomal  econometric models [B]. Explainability
remains a critical issue in machine learmning, especially
in complex models like neural networks, where
understanding  the reasoning behind  predictions is
challenging. This lack of transparency can hinder the
establishment of causal inferences and limit the
trustworthiness of machine learning outcomes.

Fuel subsidies have become one of the government's
policies to assist poor houscholds, A Reduction in [uel
subsidies may affect economic sectors, f.e. micro-
industrial and food prices. The Indonesian government
also applies a fucl subsidy policy. Some rescarch has
been conducted o study the policy ol fuel subsidies in
this country [9], [10]. In Indonesia, the reduction in fuel
subsidies is un interesting issue. Soctal media analysis
found that a reduction in fuel subsidies brings negative
sentiment from society [11], [12]. One of the ssues is
the concern for the affordability of the increase in food
prices. An interesting problem in this research is how
to investigate the cffect of the reduction in fuel
susbsidies on the increase in food prices, This paper aims
to analyze the dependence relationships among the
variahles of food prices pre- and post-reduction in fuel
subsidics. This paper proposes to use a hybrid approach
of machine leaming and economic model. This paper
implements the Peter-Clark (PC) algorithm and Vector
Autoregression (VAR). The PC algorithm. known for
its  ability to infer causal relationships  from
abservational data, can be utilized to dentify potential
causal links between variables in economic systems
[13]. Meanwhile, VAR 15 a stochastic process model
and s tradiionally used for captuting  linear
interdependencies among multiple time series [14].
[15]. Onc of the primary advantages of the VAR model
15 its exibility in modeling multiple tme senes without
requiring & prion assumptions about the relationships
among the variables. This hybrid approach is addressed
to  improve the understanding and  predictive
capabilitics of complex systems: and the limitations of
traditional  econometric  appmaches,  such  as
endogeneity  and  multicollinearity. However, it is
essential to consider the potential biases that may arise
in machine learning models when integrating them with
econometric frameworks. Bias in machine learning
algorithms can impact the relinbility and fairness of the

results, potentially leading 1o erroneous conclusions in
cconomic analysis [T].

It combines these two techniques (PC algorithm and
VAR to investigate the impact of a fuel price increase
on food prices, Both techniques are complementary,
with the PC algorithm providing us with a causal
relationship of combined food prices, while VAR
provides the (dynamic) long-run relationship between
food prices. Like many countries, the increase in fuel
prices is crucial in affecting food prices through
mereased production and transportation  costs, The
hypotheses lie in two concerns: first, there is a
significant change in the long-run relationship between
food prices duc to the fuel price increase; sccond, the
{uel price increase changes the varation effect of food
prices, It takes a case of the subsidized fuel price
increase in Indonesia (in September 2022 ) and its effect
on the basic food prices, The contribution of this paper
15 the hybrd model of PC algorithm and VAR for
analyzing food prices pre-and post-increasing  fuel
prices, o case study in Indonesia.

2. Methods

A research workflow is displayed in Figure 1, The main
steps are datn collection, data pre-processing. and
analysis. The analysis consists of causal analysis and
VAR analysis. The causal analysis consists  of
generating causal graphs using the PC algorithm and
then analyzing the graph.

Figure 1. Research worklow

The PC algorithm is one of the examples of algorithms
for structure leammg Bayesan Networks, The PC
algorithm is a causal learning method with two main
steps: generating skeletons and orienting the edges [16]
[17]. The first step is generating a completed undirected
graph from adataset, The PC algorithms run conditional
independence  tests o find  the  independence
relationships  among  variables  [18] [19], The
conditional independence test follows equation (1),
where 1, S,@, 4 and @ represent number of samples,
separation set, significant level, partial correlation and
cumulative distribution function of normal distribution
respectively [18]. Equation | tests the dependence
relationship between variables 2, and Z,, given variable
Zs. Figure 2 shows the first step of the PC algorithm to
generate a graph's skeleton.

§iuy(l w)" se(1-3) (1)

The information from the conditional independent west
will be used n the second step to ornent the edges,
Figure 3 illustrates how 1o orient the edges. The output
of the PC algorithm is a graph represented by a
completed partially directed acyche graph (CPDAG), A
graph generated by the PC algorithm represents causal

2, 1705 = /n—151-3
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relationships among variables. This graph can be called  of the PC algorithms has been developed to generate
a causal graph. A simple causal graph A = B implics  causal graphs from mixed data [16].
that A is a cause of B and B is an effect of A, Variance
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Figure 2. 'The first step of the PC algosithm: generating a skeleton
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Figure 3. The second step of the PC algosithm: aricating the edges

In economics, the implementation of the PC algorithm
has started to grow recently as this method is widely
used Lo discover causal relationships among varables.
For example. research done in the US found that com
cash prices in Iowa dominate crop pricing over the year
[207 or find causal patterns on nearby futures, spot, and
first-distant futures [21]. The modified PC algorithm
has been used for learning the causal nexus between
monetary policy and inflation [22].

It complements the analysis by performing the Vector
Autoregression (VAR which is popular for analyzing
the dynamic relationship and long-run, equilibrium
belween Lime series variables by generalizing the
univariate autoregression models [23]. VAR modeling
requires  several procedures as  follows  [24]0 i)
perfarming unit root test to check variable stationery at
101}, i) specifying lags For model specification, iii)
estimating the VAR model including impulse response
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and variance decomposition, and iv) diagnostic check
for the estimation results and error measurement.

Statistically check variables' stationarity, ii) investigate
cointegration between non-stationary variables, i)
specify lug in VECM, and iv) check the goodness-of-it
of VECM. The Augmented Dickey-Fuller (ADF) [25].
Phillips-Perron (PP) [26]. and Zivot-Andrew (ZA) [27]
tests are used to check vanables' stationanty, The ADF
test uses an agloregressive process which is given by
Equation 2, where « is a constant, § is the coefficient
on a time trend . € Jis the lag order of the
autoregressive process, and £ is the innovation process
following & zero-mean value. This ADF test is carried
out under the null hypothesis of 1 = 0 indicating the
presence of unit root process in the variable tested;
against the altemmative hypothesis of 4 < 0 given the
asyminetrical selup n the crtical value setup of ADF
test. The PP test utilizes a non-parametric method of
controlling for serial correlation in the variable tested.
It gives a better unit oot lest when there exists a
structural break in the process: in our case. the
Coronavirus disease 2019 (COVID-19) pandemic has
been present since carly 2020, The PP test specifics an
autoregressive process by Equation 3, where ¢ 18 the
drifi coefficient, § is the deterministic trend coefficient,
and £ is the mean zero innovation process. This PP test
takes a null hypothesis of unit ool presence ¢ =
1 aguinst the alternative hypothesis of ¢o < 1. The ZA
test accommeodates the existence of structural break in
the dataset which may lead to potentially spurious
results when using standard unit root tests. The ZA test
is specified by Equation 4, where p is the change in the
mtercept before and after the break, § 1s the trend slope
before the break. o is the slope coefficients and are
assumed to be constant, DT, (T, ) is a onc-time break. b
is the estimated trend and {8, ¢ Jare the estimated break
parameters. The VAR for stationary variables the &
dimensional VAR (p) process can be computed using
Equation 5. where {§, ¥} are the estimated coefficients
of lagged variables and 1t are the stochastic error terms.
or called impulses or shocks in the VAR model. It takes
a strategy by separating the analysis of pre- and post-
fuel price increases in September 2022, This is to
investigate if there is a significant change in the
relationship between observed food prices due o fuel
price increases.

Ay, = a+ft + yyea + £;=| LAy + & (2}
Ye=a+ ot +dy,_; +& (3
Vo= e+ B+ yDTT) + avemy + 55 gy + 5 (D)
Ye=a+ E;qﬁj.\'r—; + Zﬁvlzi=1 Xgp—j+ Upe  (3)
3. Results and Discussions

3.1 Daraset

This paper utilizes the PC algorithm to determine food
commedity price causality in Indonesia namely rice.
chicken, beef, egg, shallot, garlic, red chili, cayenne,

cooking oil, and sugar. These commaodities are collected
in traditional markets across 87 major cities in cach
province 1n Indonesia. The commodily prices are
abtained from online public data provided by Bank
Indonesia. These commodities were sourced  from
https:/fwww . bigo.id/hargapangan/TabelHargaPasarTr
adisionalDaerah. For context, commodity prices are the
average offered price of a given traditional market, so it
is not the transaction price because frequently there
were negotiations between buyer and seller. The
observation spanned from | January 2018 tw 31
December 2023 . Moreover, since we wanted to capture
the different behaviors before and after the subsidized
fuel price increase, we separated the pedod into two
groups, hefore the subsidized fuel increase ranging
from Junuary 2008 to August 2022, and after the
subsidized fuel increase, which occurred  from
September 2022 onwards.

J.2. Machine Learning Approach

The preprocessing steps consist of missing values
handling and generating monthly average prices. The
dataset is a monthly time series of food prices from
January 2018 - December 2023, The dataset is divided
intey two sections based on the rise of fuel prices on 3
September 2023, The period before fuel price increases
was from January 2018 to August 2022 and from
September 2022 to December 2023, Based on the data
pattern, it found that food prices in Indonesia are
possibly different each month. However. the price
pattern changes after the fucl price rises as represented
in Figure 4, Some commodities that have major changes
after the fuel price increases are rice, egg, beef, and
conking oil. On the other hund. commodities such as red
chili, cayenne, shallot. and garlic—volatile price
commaxdil do not  appear to have  changed
significantly. It might comrelate with the harvesting
perind  since those commodities are  classified as
seasonal agriculture. Thus, the increase in fuel prices
likely does not affect the prices of these volatile
commodities. Besides, chicken and sugar prices show u
slightly different move during changes in fuel prices. It
utilizes correlation analysis o observe the relationship
for each commaodity variable in the dataset. It applies
the Pearson correlation o compute the correlation
coetlicient  among  variables.  The  comelation
coetlicients show  that they perform all positive
correlations. 1t means that the prices move together in
the same direction. It takes a correlation cocfficient
value p = 0.4 thal is strong enough for detailed
analysis. Before the fuel price increases, eges had many
significant correlations with other commodities, such as
chicken, shallot, red chili, cayvenne, and sugar,
However, after the fuel price increases, the price of rice
and coeking oil are two variables that experience an
increase in corrclation cocfficient with some variables
raising fuel prices. The strongest correlation cocfficient
18 between red chili and cayenne which is around 0.7, It
is not surprising because red chili and coyenne are the
main ingredients in most Indonesian cuisines and they
can substitute cach other as a spicy flavoring,
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rices before and after incrensing foel prces.

Figure 4. Monthly trend of food p
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Before  increasing  fuel prices, strong  positive
relationships happened between the prices of chicken
meal - egg, egg - shallot, epg - red cluli, egg - cayenne,
egg - sugar, shallot - garlic, shallot - red chili, shallot -
sugar, garlic - sugar, and red chili - cayenne. The strong
positive relationships after increasing fuel prices consist
of the prices of rice - garlic, rice - red chili, rice - sugar,
chicken meat - egg, chicken meat - shallot, chicken
meat - garlic, chicken meat - cooking oil, shallor -
cooking oil, garlic - cooking oil, garlic - sugar, red chili
- cayenne, red chili - sugar, and cayenne - sugar, The
price of rice and cooking oil are two variables that
expericnce increasing in correlation cocfficient with
some variables after rising fuel prices, The strongest
correlation coefficient is between red chili and cayenne
which is around (.7 Tt is not surprising because red chili
and cayenne arc the main ingredients in most
Indonesian cuisines and they can substitute cach other
as spicy flavoring. [n this case, it cannot be claimed that
this cormelation is a causation. Thus, the data shown
above does not mean that one commodity causes the
others.

Causal learning inference @5 o mochine  learming
approach o investigate the possible  dependent
relutionships among variahles. This paper implements
the PC algorithm from the R package pealg. The graphs
are generated from dataset using the PC algorithm at the
significance level a = 0.01. Figure 5 shows a graph
gencrated from a dataset before increasing the fuel
prices using the PC algorithm at @ = 0.01.

PE Algarithen: A Graph Before Incrensing Puel Price

-

Figure 5. A causal graph was generated from a dataset pre- the nise
of Tuel prives
A leamed graph generated using the PC algorithms
from adataset before nsing fuel prices says that red chili
prices influence garlic prices, garlic prices affect shallot
prices, and shallot prices work on sugar prices. It also
shows that cayenne price is a cause vadable of red chili
and cgg price. Egg price is a cause vartable of shallot

price and rice price is a cause variable of sugar price,
Beef prices affect shallot, cayenne, and rice prices,
Cooking oil prices influence beel and rice prices,

Figure 6 displays a graph generated from the data after
the increase of fuel prices using the PC algorithm. A
learned graph shows red chili prices influence sugar and
cayenne prices. Cayenne's price is also affected by
sugar prices and beel prices. Cayenne's price 15 found to
affect the egg price. Beef prices predispose cayenne and
chicken prices. Chicken and shallot prices affect egg
prices, Rice prices sway sugar prices. Garlic and
cooking oil prices influence rice prices.

PC Algorimem: A Graph Afler Incrassing Fusl Price

B
o

-

4
[
>

Figure 6. A cousal graph was generated from o detaser posi the rise
of fuel prices

Comparing two causal graphs pre- and post-increasing
fuel prices, sugar and beel have changed their influence,
Before incrcasing fuel prices, sugar was an cffect
variable of rice and shallot but then changed into a cause
variable of cayenne. Before increasing fuel prices, there
were no direct dependent relationships between beef
and chicken, However, after increasing fuel prices, beef
becomes a cause variable for chicken. It shows that the
reduction the fuel subsidies influences some food prices
and  possibly  leads o changes the houschold
consumption.

3. Vector Autoregression (VAR Approach

The results using VAR can be explained as follows,
Tables | and 2 show A, PP, and ZA tests before and
after increasing fuel prices. In this analysis, it found that
the optimal lag selection for the pre-period is 6 and the
post-period is 2. Determining optimal lag selection
would lead the VAR model to be parsimonious so the
madels are simple with great explanatory predictive
power. We also conducted a stability test to check
whether the models were stable. The IRF and FEVD
results would not have a clear interpretation if the
models are not stable hecause IRF and FEVD do not
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reach equilibrium._ Afier testing, hoth are stable using
AR roots of Characteristic polynomials.

Tuble 1. ADF, PP and 2A tests pee increasing fuel price

D achinlie ADF P 7A
Level il Firstdifference 1) Level I Fimt-difference [(1)  Level
Beef 036 [T any LEL]] 451
Cayenne it Bk 006 ani 575
Chicken 00 [eXil LITES} LIS} -5r2
Cooking LA 0 092 001 -341
oil
Egg .58 Dt 013 00 545
Garlic m [ 050 0 15
Red chili 0.23 o0 001 00 -463
Rice 003 0ar 095 LiFi3} -5
Shallot o D 058 ani 484
Sugar [y [y 092 01 34t

In Table 2. note that the data is stationary if ADF & PP
is significant and ZA is not significant. Orthogonal
impulse response and variance decomposition can be
found in Appendix 1 and Appendix 2 (Supplementary
File),

The first model estimate was presented using the
Impulse Response Function (IRF) for each commuodity
in the data. The IRF is attached to the appendices where
it is divided into two periods of time, which are pre- and
post-subsidized fuel price mcreases in Indonesia, The
pre-period showed that shock in beef and red chili has
overall short-period effects on other commaodities. Tn
beef's IRF graph, cayenne and red chili have the longest
duration shock effect compared to other commodities.

It indicates that cayenne and red chili, in this regard,
have o complementary relationship with each other
where people usually use beef, red chili. and cayenne as
combined food. The sume goes for red chili and cavenne
graphs., Yet, these two commodities have no huge elfect
on each other. Cayenne’s graph exhibited an effect on
chicken, while it is not shown in red chili. Thus, red
«chili and cayenne have a mutual relationship with beef,
and cayenne has the same pattern as chicken price. On
the other hand, rice price has the longest effect on other
commodity prices. Rice as a primary food for most
Indomesians showed as a driver for other commaodity
prices, It 1s also supported by Statistics Indonesia that
rice comtributed 5 percent [on average) to  total
expenditure per capita in Indonesia.

Table 2, ADF, PP and 2A tests post increasing [uel poice

ot ADF 3 7h
A LevelI0)  Fimedifferencelil]  Level 10)  Fisidilference 1) Level
Beef n43 a0l n29 Xl 54
Cayenng 058 0.0l (b33 (LX) -422
Chicken 047 001 1} [LX11 PENS ]
Couking 05 001 095 .01 519
ol
Egg 033 00l IhHE LX) =14
Grarlic 0n7s 0o (L0 ) LX) -7
Red chili (A1) LI} 032 LX1] -351
Rice 052 001 095 001 305
Shaliat 134 027 (L) hat -197
Sugar 074 002 i) .01 35

However, post-period time  showed an interesting
change in the IRF pattern. The rise of subsidized fuel
prices has smoothened the IRF pattern in almost all
commoditics in the data. The shock cffect has been
shortened since the subsidized fuel price rose. This
might indicate that the consumption patterns of
houscholds also changed. In bricf, fuel shock on food
commodities has a huge effect on their prices and leads
to changes in household consumption patierns in
Indonesiu.

The results of variance decomposition for each
commodity observed using the VAR approach are used
to determine the relationship between these fovod
commadities and others. We divided the analysis into
twa periods of time, which are pre and post-period. This
period is based on the time when the subsidized fuel

price increases during September 2022, The variance
decomposition would be interpreted as a change in other
commodities” influences on the commaodity observed.

Table 3 and 4 show the forecast error of Variance
Decomposition (FEVDY) for commodities during pre-
and post-fuel price increases. In the pre-period, almost
all commodities were affectad by the condition of their
market, meaning that other commodities had a lower
mfluence on the commodity’s price. However, an
interesting result was shown in the price of red chili.
The red chili market only contributed less than 50% of
its prices, while other commodities had. at least, more
than 70%. In this regard, red chil’s prices were
influenced by beef (around 309%-32%) and cavenne
(around 18%-19%).
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(1) =diloglhecty), (2) = dloglcayenne)), (3 = dillogichicken ), i) = diloglcooking oil)). (5) = diloglege)) (60 = dilogigarlic)], ()= d (og{wed

chili), (8] = dilogirice )], (4] = dilogtshatloty., (10) = dilogtsugany

Table 3. Forecast Emoe of Yariance L {FEVD) for C dities during Pre-Fuel Price
dibog(becf))
Huorizon il (2 i3 () (5] 6] 1 8 ) i
1 1005 (0, [EALIE 00% 0% 0 0% 0005 0.00% [h.00% ({05
1 O19% 0R7%: 0.66% 21% 0535 037 % 1ATR, 041 % 0 19%: 0326
20 LRI D.AR% 0.70% 21R% 05R% n.39% 247% 0.41% .19% 0.32%
30 GLE9R  DBER (0.70% LIR%  D3E% (.39% 147% a1% (.19%: 0.32%
diloglcayenne))
Hocizon (i (2 13 [EI] 151 ) (7 (8 (9 (1
1 S2% W4.73%  D.00% 0.00% 0.00% 1100% 000% (005 (L00% (L%
1] 9.R4% HT.SE DA% 1.14% 0.50% 0 A5% 0.42% 01.26% 0.59% 01.23%
20 4.58% Y0.68%  L15% L1&% 071% (98% (A% h27% 0.73% (.28%
30 8.56% B6.63% 1.16% L18% 7% 101% BA5% 0.27% [h.73% (. 304
dilogiehickeny)
Howizon i (2) (1] ) 15] ih) 7 (E1] 9] (L]
1 13.8% 1.30% 4640 0O0% D00 0.00% 0.00% (L00% (0.00%: (%
i 1360%  1.9% sL1%  031% 063% 0.23% 0.59% 0.42% (h.52% (.63%
20 1343% 217% o ES% 040% 063% 0235 (LR 18 0. 79 % 1.02%: . B6%:
0 13.37%: 1.21% 1947 D415 07 2% 023% Th B0 R % 1.22% 7%
dilog{cooking oil )
Hoxizon il 2 {3 4] 5 {6) l (1] &) (i
1 (LS4 (h.14% (L05% wWeRm  DO0% (0% (0% (L0 (0% [IXCI%:2
I m21% 1. 34% 0.20% 0 335 335 1.28% 0 19% 1415 455, 1.27%
20 01.23% 11.35% 2% LA R L 201% 1.21% | 66% 1.55% 1.25%
I 0.23% 0.35% 021% 9306W  DATE 14% n22% L71% 1:55% 1.26%
dilogrege )
Horizon (8] (2 i3 41 151 16} 71 181 (1] (L]
I 179 | 98 1 54% Fs  94n8% s LTEEY 0% HFs 100%
L) 1.31% 35T% 1.72% 0.38% RORH%G 1.12% 0.13% LR 9% 007%
0 132% 4.17% L 054%  Kodl% 122%  019% L 894 24% 01285
30 L31% 428% 1675% 0.5%% BS540k 122% LN 217T% 3074 0.12%
dfboe{garkicl)
Horizon 1] 2 (1] 4] (5 (6] 7] (L] ) {10
I 0.66% .06% 0.21% 0:37% G4 WTATS O00% 0005 0005 0005
1] 1004 (1.49% 11,555 (1565 083%  0502%  0.39% 0.15% 0% 2%
20 0.994% 0.604% 0695 0.57% 134 93 26% 01.59% 0.22% 147% 0.28%
30 0.99%% 0.62% 6945 0.57% Labde 93.02% 015945 0.22% 15845 .28
dilogred chili}]
Horizen tn 27 13 [E1] (5 6] 7 18] ) 110
1 2% A 031% (1054 G048 0498 AR 000%  000% 0.00%
1] 0NIT% 19415 (. 78% 665 0.72% 161% 44.57% O48% 0.32% (.68
20 W2E%  1958% DRI 0.77% 1 4 2220 4366%  D4R% 033% 0.R3%
30 W20 1959% DR 0.79% 1056 225%  4362%  0.49% 0345 0.84%
dibogiricer)
Horizon () (2 i i) 35 (&) 7 i ) {14
I 000 01.05% 0.77% 98 265 0.31% 1 Bl 03.82% 000%, 1,005
1 0.39%: 0.42% (1.R5%: IRY% DRSS 059 ORS% 0% LOL% 0.47%
20 0.46% 0.47% .62% 451% 120%  O060%  O8S%  SRO8% 163 (0,485
30 AR 0.46% 8L 4085 135%  060%  O85%  BKA4SW 186% 0.47%
it bogrslsallon sy
Horizon (1) (2] (3 4 15 ] 7l (81 9] (e
I 2. 7R% 11694 0. 29% A6 1 89%% | 545 1715 241% 39 (3% 1,005
1 277% 270 01.52% (5R%: 2R9% 1.38% 1. 78% 196%  HS45% 0465
20 2.10% 3E7% B47% 0.55% 5009 16045 1585 205% B1.87% 0.72%
30 2.08% 4. 14% (b 465 (615 5.70% 162% 15645 215% B0.71% 0.97%
dihogtsngary]
Horizon i 2) 3] i) 5] ih) 7 18y 9) ]
1 0015 L.66% 1.524 6.836 005% 0260 04T T82% I88% 749G
0} 0.37% 1424 1.32% 6425 (b1 3% 1.16% 1 0ees e Lo 0% TH.BA%%
0 0A7% 1345 1.23% 6.72% 0165 1.83% 1055 586% 286% T8.49%
Rl 01.49% 1.35% 1.22% R 1 7% 2025 115 STRG 2R TH 245
This result demonstrated  that  both  commodities  and the market only drove out hall of its price (around

markets had a higher mfluence on red chili's price
compared to other commodities markets, This would
indicate that red chili, beef, and cayenne had a
complementary good relationship, On the other hand,
the result from the pre-period has no huge difference
from the post-peniod. Red chili stayed as the commodity

50%), Yet, its market control inercased to 50%-51%
compared o the pre-period (43%-48% ). This could be
interpreted as red chili’s market dependencies on beef
and cayenne decreased in the period observed, meaning
that the increase in subsidized fuel price gradually
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phased out its hinges on other commaodities although it
was not significant.

(13 = dilog(beetyy, (2) = dillogicayenne)y, (3) = dilog(chicken ), (4) = d{boglcooking oil), (5= dilogleged) . 6) = d{logi garlic)). (7) = dilog(red
chilif), (81 = dilogiricel) (9) = dilog(shallog, (101 = dlogisugari

Tuble 4. Forecust Error of Yarinee Dy (FEVD) fur O during Post Fuel
d{log{bect)
Horizen ol 2 )] 41 15 [} 71 (81 ¥l]
1 1005 0,004 100 00 e 0005 00% L00% 00
o 90 10% 0. B0 0.31% 3 6% 455 0.34%: TIT% 0.84% 0095
20 00 05% 0. B0% .35 359% AT (.55% R L2 .B6% [
30 W05 % 0.B0% 31% 359% 7% 0.35% 337% 0.86% 0004
dilogleayenne) |
Horizon () (2] (3 () (3 6] 7 " ) (1
321% 06 7%, b0 [0, 0% 000%: 100% 0% 000% .00
1o 4.70% B9 994 0.72% 125% (.30% 08 0.26% 0.16% 1074 1.0a%
20 4.69% B9 9% (h.73% 125% (0.3 3% LT 027% 0.17% (RIS 1o
30 4 69% RY BO%: 1 73% 125% N334 0 49 0.27% 0.7 (RS (WIS
dilogichicken))
Horizen i (2 (3 4] (5] 6] 7 [t1) ) {1y
i 1k A1 % 3.52% 85 ET% (h00% (00% 0004 0 00% 0.00% 0.00% Q.00%
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This result demonstrated that both  commodities
markets had a higher mfluence on red chili's price
compared to other commodities markets, This would
indicate that red chili, beef, and cayenne had a
complementary good relationship. On the other hand,

the result from the pre-period has no huge difference
from the post-period. Red chili stayed as the commeodity
and the market only drove out half of its price (around
508, Yet, its market control increased to 50%-51%
compared to the pre-period (43%-48%). This could be
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interpreted as red chili's market dependencies on beef
and cayenne decreased in the period observed. meaning
that the increase in subsidized fuel price gradually
phased out its hinges on other commadities although it
was not significant.

4. Conclusions

This study investigates the change in the long-run
relutionship between food prices in Indonesia and how
the subsidized fucl price increase (in September 2022)
may change it. It combines the PC algorithm and the
VAR model for estimation purposes, which helps depict
the causal relationship ond  dynamic  relationship
between food prices n pre- and post-fuel price
increases. The results show that there is a structural
change i the relationship between food prices.
indicating a change in the market structure for basic
groceries., In addition, this may indicate a change i the
long-run household consumption as shown by [RF and
variance decomposition analysis in VAR estimation.
This method, by combining the PC algorithm and VAR,
also provides a comprehensive approach o give asignal
to the government and market regarding policy
intervention needed in the future, especially when
transportation costs are substantial. to determine the
food prices,

The mixture method, in this context, should widen the
realm of methodology used o determine  the
relationship  between  macrocconomic  variables,
particularly when it comes to studying shocks m the
market, However, one should note the possible
extended model and  practicalitics using different
contexts and varigbles. Firstly. the use of Baycsian
VAR (BVAR) with a npon-linear setup may
accommodate  complex  dynamic  interactions,
interdependent uncertainty and limited data; or make
the estimation in the panel data setup at the provincial
level, Secondly, one can use the consumption quantity
of essential groceries o delve deeper into the change in
consumption patterns and nutritional status following
the fuel price increases. Overall, this typical smd} opcns
room for the development of dynamic relat P
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