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ABSTRACT This paper considers the novel problem of deriving a Time Division Multiple Access (TDMA)
link schedule for rechargeable wireless sensor networks (rWSNs). Unlike past works, it considers: (i) the
energy harvesting time of nodes, (ii) a battery cycle constraint that is used to overcome so called memory
effects, and (iii) battery imperfections, i.e., leakage. This paper shows analytically that the battery cycle
constraint and leaking batteries lead to unscheduled links. Further, it presents a greedy heuristic that
schedules links according to when their corresponding nodes have sufficient energy. Our simulations show
that enforcing the battery cycle constraint increases the link schedule by up to 1.71 (0.31) times for nodes
equipped with a leaking (leak-free) battery. When nodes have a leaking battery, the derived schedules are
on average 1.05 times longer than the case where nodes have a leak-free battery. Finally, the battery cycle
constraint reduces the number of charge/discharge cycles by up to 47.41% (45.67)% when nodes have a leak
(leak-free) battery. Between leak-free and leak battery scenarios, using the former produces up to 51.46%
fewer cycles than the latter.

INDEX TERMS Battery cycle constraint, harvesting time, link schedule, wireless sensor networks.

I. INTRODUCTION
Wireless Sensor Networks (WSNs) form the sensing layer
of Internet of Things (IoTs) [1]. They have been used for
environmental or habitat monitoring [2]–[4]. They are also
widely used in various industries such as manufacturing [5].
Awell-known issue faced byWSNs is that nodes have limited
energy. In many applications, it is impractical to replace the
batteries of nodes, especially when there is a large number
of sensor nodes and they are deployed in difficult-to-reach
locations.

To this end, rechargeable WSNs (rWSNs) are now of great
interest because sensor nodes are able to harvest energy from
their environment, e.g., sunlight. However, nodes may expe-
rience time-varying energy arrivals, meaning when a node
exhausts its energy, it will have to spend time harvesting
energy before it is able to continue executing tasks. The
time used to harvest a given amount of energy is affected by
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the type of energy source as well as a node’s location [6].
For instance, assume a solar panel has a power density of
15, 000 µW/cm3 and 20 µW/cm3 for outdoor and indoor
settings, respectively [7]. Hence, a node with a 50 cm3

solar panel will have a corresponding energy harvesting rate
of 300 mJ/s (outdoor) and 0.4 mJ/s (indoor). Assuming a
Mica2 mote [8], which requires 30 mJ of energy to trans-
mit/receive a packet, it will need to spend 0.1s (outdoor) or
75s (indoor) harvesting energy before it can transmit/receive
one packet.

Another important issue of interest recently is the life-
time of rechargeable batteries. Among others, one factor
that affects the lifetime of batteries is memory effects [9],
which decrease their usable capacity if they are charged and
discharged repeatedly after a partial discharge and charge,
respectively. Another factor is the percentage of discharged
energy relative to a battery’s overall capacity, which is also
called the battery’s Depth of Discharge (DoD) [10]. Further,
frequent battery charge and discharge affect a battery’s life-
time [11]. To prolong the lifetime of a battery, we can impose
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FIGURE 1. An example (a) with interference and harvesting time, (b) plus
battery capacity, and (c) plus battery cycle constraints. The number inside
each node shows the capacity of its battery. The number next to each link
denotes its activation time, and vx |z represents node x requiring z time
slots to accumulate one unit of energy.

a battery cycle constraint, i.e., a node must charge (discharge)
its battery completely before fully discharging (charging) its
battery again [12].

A fundamental problem in rWSNs is channel access or
link scheduling [13]. This paper considers a rWSN that uses
a Time Division Multiple Access (TDMA) link schedule;
this ensures nodes do not experience collisions, which waste
energy, and nodes only need to be active during their allocated
time slot. A link scheduler allocates links into slot(s), and
links in each slot do not suffer from excessive interference.
Ideally each slot should have a high number of links, which
ensures a high network capacity. Moreover, a short schedule
means a link transmits frequently.

This paper considers a novel research aim: derive a short
TDMA link schedule that considers nodes with varying
energy harvesting rates and battery memory effects. To
achieve this aim, solutions must address a number of prob-
lems. Consider Figure 1a, 1b, and 1c. Note that links (v1, v2),
(v1, v3), and (v1, v4) interfere with each other and thus can-
not be scheduled concurrently. Consider the Harvest-Store-
Use (HSU) battery charging model [6], where the harvested
energy in slot t can only be used in slot t+1, t+2, · · · . Node
v1 needs to wait for three time slots to accumulate one unit
of energy, denoted as v1|3, and this energy can only be used
after slot t = 3. First, consider the case where nodes have
unlimited battery capacity; denoted by ∼ in Figure 1a. Node
v1 can use its stored energy in time slot t = 4. However, none
of its links can be scheduled at time 4 because its neighbors
have insufficient energy to receive a packet. For example, link
(v1, v2) can be scheduled no earlier than at slot 6 + 1 = 7.
After node v1 transmits a packet to node v2 at time t = 7, its
remaining energy is sufficient to transmit a packet to node
v3. Thus, link (v1, v3) is scheduled at time t = 8. Then,
node v1 needs to accumulate energy before it can transmit
a packet to node v4. Thus, link (v1, v4) is scheduled at slot
t = 8+ 3+ 1 = 12, producing the schedule length of 12.

Next, consider the case where each battery has a capacity
of one unit; see Figure 1b. This means the battery at node v1
can be recharged only after it is used at time t = 7. Thus,
node v1 can transmit the second packet no earlier than at time
t = 7+3+1 = 11, i.e., after it has harvested sufficient energy.
Further, it can transmit the third packet no earlier than time
11+ 4 = 15. Hence, the schedule length is 15.

Lastly, consider the case where each battery has a battery
cycle constraint; see Figure 1c. Node v1 has a battery with
three units of energy and node v2, v3, and v4 have a battery
with two units of capacity. Thus, v1 needs to wait until slot
t = 3 × 3 + 1 = 10 to fully recharge its battery before it
can transmit one packet. However, it cannot do so because its
neighbors’ battery is yet to be fully recharged. That is node
v2, v3, and v4 have to wait until slot t = 6 × 2 + 1 = 13,
t = 15, and t = 17, respectively before their battery can be
discharged. The schedule length in this case is 17.

Given the above research aim, this paper makes the
following contributions:
• It proposes a TDMA link scheduler that considers
(i) sensor nodes with a different energy harvesting rate
and finite battery capacity, (ii) batteries operation gov-
erned by a battery cycle constraint, (iii) batteries with a
leakage rate and storage efficiency, and (iv) activating
each link (i, j) at least wi,j times.

• It develops a novel heuristic technique that greedily
schedules links that can be activated according to when
their end-nodes are able to transmit/receive a packet.

• It analytically shows that some links cannot be
scheduled for networks that contain batteries with
non-negative leakage rate. This conclusion is supported
by our simulation results in Section IV-B.

Except for references [14]–[17], and [18], there is no
research that focuses on link scheduling where nodes require
varying amount of time to harvest energy. The authors in [17]
proposed three link scheduling algorithms to activate links
with the maximum weight. The weight of a link represents
the amount of consumed energy when it is active. They
aim to minimize the amount of stored energy and reduce
energy waste. Sun et al. [14] propose two link schedulers that
correspond to links with and without link weight. They aim
to maximize network throughput and use the HSU [6] battery
charging model, where a node must first store before using
its harvested energy. Recently, the authors of [15] consider
the Harvest-Use-Store (HUS) [19] battery usage protocol,
which uses a super capacitor to store harvested energy. This
allows a node to use its harvested energy immediately as well
as allowing it to store any remaining energy for later use.
In a subsequent work, in [16], the authors consider imper-
fect batteries that leak and have storage inefficiency. Each
battery has a recharging time that defines when a node has
sufficient energy for one packet data transmission/reception.
The authors of [14] consider infinite battery capacity whereas
reference [15] and [16] have a limited battery size. These
works reported in [14], [15], and [16] consider rechargeable
battery with shallow recharge or partial recharge and/or dis-
charge [6]. As reported in [11], shallow charging of a battery
causes memory effects that reduce a battery’s lifetime, which
ultimately reduces the lifetime of a rWSN; such effects are not
considered in [14]–[16], and [17]. Specifically, the authors
of [14] and [15] consider only battery recharging time and
battery capacity. Tony et al. [16] extend the work in [15]
by including battery leakage and storage efficiency in their
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systemmodel. The authors in [17] considered only the battery
storage efficiency.

To this end, there are no prior works on link scheduling
for rWSNs that aim to avoid battery memory effects via a
battery cycle constraint. Recently, only reference [18] that
considers the battery cycle constraint. However, it considers
only leak-free battery. Henceforth, this paper extends the
work in [18] to include all of the following factors: battery
recharging time, capacity, leakage, storage efficiency, and
cycle constraint.

We summarize the differences between this paper and the
previous work [16] as follows:

1) This paper imposes a battery cycle constraint to alle-
viate memory effects [20]. The work in [16] does not
consider the said constraint. As discussed in [20] and
Section I, memory effects shorten battery lifetime and
reduce battery capacity, and thus the work in this paper
is important to increase the operational lifetime of
rWSNs.

2) This paper uses the HSU [19] battery charging model,
while the previous work [16] considers the HUS
model [19]. Note that it is possible to revise the HSU
model to apply in the HUS model.

3) Due to differences 1) and 2), the proposed algorithm,
i.e., LSBCC in this paper is different from algo-
rithm LS-rWSN in [16]. Further, this paper analyti-
cally shows that the battery cycle constraint and battery
with leakage rate µi > 0 may lead to unscheduled
links. The paper also shows the trade-off between a
longer superframe length. It reduces the number of
charging/discharging cycles that affect battery quality
in terms of lifetime and capacity when imposing battery
cycle constraint.

The rest of this paper is organized as follows. Section II
contains the network model and problem at hand. Our solu-
tion is described in Section III, and its performance evaluation
is reported in Section IV. Finally, Section V concludes the
paper and provides future research directions.

II. PRELIMINARIES
We first formalize our rWSN model; all key notations are
summarized in Table 1. After that, Section II-B formalizes
the problem of interest.

A. NETWORK MODEL
A rWSN is modeled as a directed graph G(V ,E), where
each node vi ∈ V is a sensor node and each link li,j ∈ E
denotes a directed link from vi to vj. Each node vi has a
transmission range ofRi. Let ||vi− vj|| be the Euclidean dis-
tance between nodes vi and vj. A node vi can transmit/receive
packets to/from vj if ||vi − vj|| ≤ Ri. Each link li,j ∈ E
has weight wi,j ≥ 1, meaning the link must be activated at
least wi,j times in the generated schedule; e.g., in Figure 3a,
we see w2,4 = 3. Let ε (in Joule) be the energy consumed
to transmit or receive one packet. We assume equal energy
usage for transmission and reception.

TABLE 1. Notations and definitions.

This paper uses the protocol interference model [21],
which considers (i) primary interference, where each node is
half-duplex, and (ii) secondary interference, where a receiver,
say A, that is receiving a packet from a transmitter, say B,
is interfered by another transmitter, say C . The interference
between links is modeled by a conflict graphCG(V ′,E ′) [22],
which can be constructed for a graph G(V ,E) as follows:
(i) each vertex in V ′ represents a link in E , i.e., |V ′| = |E |,
and (ii) each edge in E ′ represents two links of G that expe-
rience primary or secondary interference if they are active
together.

A TDMA superframe or a link schedule consists of equal
sized time slots. Let S represent the superframe and |S|
denote its length (in slots). Each slot is either empty or con-
tains one or more non-interfering, concurrently active links.
A slot is empty when all sensor nodes experience an energy
outage.

A node vi is equipped with a harvester that scavenges
energy from its environment, e.g., solar, and it is equipped
with a rechargeable battery with capacity bi (in unit of ε).
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FIGURE 2. Charge-discharge cycles at node vi at cycle k = 1 and k = 2.

It uses the HSU battery charging model [6], where the har-
vested energy at time slot t must first be stored before it is
used in later slots. Note that this paper makes no assumption
about the energy harvesting model used by nodes. That is,
it assumes each node has a known energy arrival rate. Let
ri ≥ 1 (in slots) be the harvesting time or total number of
slots that is required by a node vi to accumulate 1ε of energy.
Thus, the harvesting rate of a node is ε

ri
per time slot. Let

0 < ηi ≤ 1 be the storage efficiency and 0 ≤ µi < 1
be the battery leakage factor (per time slot) of node vi. This
work omits the following cases. First, when ηi = 0 and
µi = 1, the battery of nodes cannot store any harvested
energy and retain its energy, respectively. Second, in each
slot, the amount of harvested energy must be larger than the
battery leakage rate µi. Otherwise, any harvested energy will
be lost immediately due to battery leakage. In both cases,
nodes will have no energy to activate links.

All nodes have a minimum battery capacity, i.e., for node
vi, we have bi ≥ 1ε. They have a single rechargeable
battery with a so called battery cycle constraint [20]. This
constraint requires the battery of node vi to be (i) charged to
its maximum capacity bi,max before it can be used/discharged,
for 2 ≤ bi,max ≤ bi, and (ii) discharged to its minimum
capacity, bi,min ≥ 1, before it can be charged. We call (i) and
(ii) respectively as the discharging and charging constraint.
Consequently, the battery at each node vi can be in one of two
modes: (i) charging, or (ii) discharging. More specifically,
the battery cannot be in the charging and discharging mode
at the same time. Without loss of generality, we assume each
battery has an initial energy level of bi,min. Further, we assume
bi,min and bi,max are integers, where bi,min < bi,max .
For node vi, let t̃

+

i,k and t̃−i,k be respectively the start and
end time of its k-th charging cycle. Similarly, for discharging
cycle k at node vi, its start and end time are denoted respec-
tively as t+i,k and t−i,k . Further, τ̃i,k and τi,k respectively are
the charging and the discharging time interval of the battery
at node vi in cycle k ≥ 1; these quantities are computed
as τ̃i,k = t̃−i,k − t̃+i,k and τi,k = t−i,k − t+i,k . In other words,
the battery at node vi is being charged during time interval τ̃i,k
and being discharged during time interval τi,k for each cycle
k . As illustrated in Figure 2, each battery follows a sequence
of charge-discharge cycle. Thus, we have t+i,k = t̃−i,k + 1 and
t̃+i,k = t−i,k + 1. Note that, for each cycle k , the value of τ̃i,k is
dependent on ri, ηi as well as bi,max , while the length of τi,k is
affected by bi,min and the number of times the battery is used
to transmit/receive packets at each cycle k , denoted by ui,k .
In addition, both times are affected by the battery’s leakage
factor µi. Note that as ri, µi, ηi, and bi,max are constants, all
intervals τ̃i,k have equal length. In contrast, the value of τi,k
may vary at different cycles because ui,k varies according to
the number of transmitted/received packets. In the remainder

FIGURE 3. A rWSN as a (a) graph G, and its (b) conflict graph CG.

of the paper, the cycle number k is omitted if the context is
clear.

Let b̃i,t and bi,t (in unit of ε) denote the energy level of the
battery at node vi during a charging and discharging cycle at
time slot t , respectively. Thus, we have b̃i,t̃−i = bi,max and
bi,t−i = bi,min. The battery level of node vi at the beginning of

each charging cycle, i.e., at time t̃+i , is

b̃i,t̃+i = bi,min − µibi,min = (1− µi)bi,min. (1)

The reason is because (i) the battery stops discharging at time
t−i = t̃+i −1when the amount of energy reaches bi,min, and (ii)
there is energy leakage of µibi,min from time t̃+i − 1 to t̃+i .
On the other hand, the battery level of node vi at the start of
discharging cycle t+i is

bi,t+i = bi,max − µibi,max = (1− µi)bi,max . (2)

The reason is because (i) the battery stops charging at time
t̃−i = t+i − 1 when its battery level reaches its maximum
capacity, i.e., bi,max , and (ii) there is energy leakage of
µibi,max from time t+i − 1 to t+i .

Let Ti be the earliest time slot when the battery at node vi
is in discharging mode. The earliest time in which link li,j
can be scheduled is at time ti,j = max(Ti,Tj), i.e., when
the end nodes of link li,j can discharge their battery. For
each node vi, we initialize Ti to τ̃i + 1. It is updated
when the battery at node vi is discharged to transmit/receive
a packet.

Figure 3a presents a rWSNwith four nodes to illustrate our
network model. It shows values of bi,min, bi,max , bi, µi, ηi,
and ri for each node vi as well as the weight of each link li,j.
The battery level of each node vi in charging and discharging
mode is respectively computed using Eq. (1) and (2), e.g.,
b1,t+1

= b1,max × µ̂1 = 5×0.99 = 4.95 and b̃1,t̃+1 = b1,min×
µ̂1 = 1×0.99 = 0.99. As shown later in Section III, one can
compute the charging time and discharging time intervals for
each battery to obtain τ̃1 = 9, τ̃2 = 12, τ̃3 = 20, and τ̃4 = 10.
Thus, we have T1 = τ̃1 + 1 = 10, T2 = 13, T3 = 21, and
T4 = 11. Therefore, the earliest time each link li,j can be
scheduled is computed as t1,2 = max(10, 13) = 13, t2,4 =
13, t3,1 = 21. In Figure 3b, there are two links that experience
primary interference, namely, link l3,1 with l1,2, and l1,2 with
l2,4. Also shown is secondary interference at node v1 that is
caused by v2, i.e., link l3,1 with l2,4.
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FIGURE 4. TDMA link schedules for the rWSN in Figure 3 with a battery
cycle constraint. Gray colored slots show no transmissions/receptions.
Note that the figure shows only non-empty slots with empty slot
represented as “. . . ”.

B. PROBLEM STATEMENT
Given a rWSN, our problem, called Link Scheduling Mem-
ory Effects (LSME), is to generate the TDMA link schedule
S with minimum length |S| that satisfies the following con-
straints: (i) the battery at each node vi ∈ V satisfies the battery
cycle constraint, (ii) each link li,j ∈ E can be scheduled at
time slot t only if its end nodes are in discharging mode,
(iii) each link li,j ∈ E is scheduled at least wi,j times in S.
Figure 4 shows two example link schedules. Figure 4a

presents a feasible link schedule with 320 slots, which satis-
fies constraints (i), (ii), and (iii). Figure 4b gives a shorter fea-
sible schedule with |S| = 307 slots. Note that link scheduling
is known to be NP-hard, where works such as [22] and [23],
assume nodes with unlimited energy. This is simply a special
case of LSME. Thus, our problem is also NP-hard.

III. SOLUTION
This section first describes eight propositions relied upon by
our greedy algorithm. It then provides two propositions to
show that LSMEmight not have a feasible solution when the
battery of nodes has a non-negative leakage rate; i.e., µi > 0.
Finally, the details of the proposed greedy algorithm are
presented in Section III-D.

A. KEY PROPERTIES
Proposition 1 and 2 relate to batteries in a charging cycle, and
Proposition 3 to 8 relate to batteries in a discharging cycle.
For brevity, we define r̂i = ri/ηi, and µ̂i = 1− µi.
Proposition 1: The energy level (in ε) of a battery in the

charging mode at node vi at time slot t, for t̃
+

i ≤ t ≤ t̃
−

i , is

b̃i,t = min

bi,max , bi,min × µ̂it−t̃+i +1 + t−t̃+i −1∑
p=0

µ̂i
p

r̂i

 . (3)

Proof: The stored energy at time t̃+i + 1 is computed by
subtracting the energy lost due to battery leakage, i.e., µib̃i,t̃+i
plus the energy harvested at slot t̃+i , i.e., 1/r̂i. Thus, b̃i,t̃+i +1 =

(1−µi)b̃i,t̃+i +1/r̂i. The energy level b̃i,t̃
+

i +2
is computed from

b̃i,t̃+i +1 by (i) subtracting the energy leakage that occurs from

time t̃+i +1 to t̃+i +2, (ii) adding the energy harvested in time
slot t̃+i + 1, and (iii) substituting b̃i,t̃+i +1 with (1−µi)b̃i,t̃

+

i
+

1/r̂i. Steps (i) and (ii) obtain b̃i,t̃+i +2 = (1 − µi)b̃i,t̃+i +1 +

1/r̂i. Step (iii) substitutes b̃i,t̃+i +1 with (1 − µi)b̃i,t̃+i + 1/r̂i
to produce b̃i,t̃+i +2 = (1 − µi)[(1 − µi)b̃i,t̃+i ] + 1/r̂i =

(1 − µi)2b̃i,t̃+i + (1 − µi)/r̂i + 1/r̂i. Then, using energy

level b̃i,t̃+i +2, steps (i) to (iii) are used to compute energy

level at time t̃+i + 3, i.e., b̃i,t̃+i +3 = (1 − µi)3b̃i,t̃+i + (1 −

µi)2/r̂i + (1 − µi)/r̂i + 1/r̂i. Repeating steps (i) to (iii) for
time t̃+i + 4, . . . , t − 1, t , we obtain the stored energy at
the beginning of time t , i.e., b̃i,t = (1 − µi)t−t̃

+

i b̃i,t̃+i +∑t−t̃+i −1
p=0 (1−µi)p/r̂i. Substituting (1−µi)bi,min in Eq. (1) for

b̃i,t̃+i , we have b̃i,t = (1−µi)t−t̃
+

i +1bi,min+
∑t−t̃+i −1

p=0
(1−µi)p

r̂i
.

However, b̃i,t is bounded by the upper limit of battery capacity
bi,max , which implies b̃i,t ≤ bi,max . Substituting (1−µi) with
µ̂i, we obtain the expression stated in the proposition.
Note that when the battery has 100% storage efficiency and

no leakage, i.e., ηi = 1 and µi = 0, respectively, Eq. (3)
reduces to

b̃i,t = min(bi,max , bi,min + (t − t̃+i )/ri). (4)

Proposition 2 computes the charging time interval τ̃i =
t̃−i − t̃+i of the battery at node vi, i.e., the number of slots
needed to charge the battery to its maximum level bi,max
starting from its minimum level bi,min.
Proposition 2: The charging time interval for the battery

of node vi is computed as

τ̃i =


ri(bi,max − bi,min), ηi = 1 and µi = 0

d

log ( 1−r̂iµibi,max
1−r̂iµiµ̂ibi,min

)

log µ̂i
e, 0 < ηi < 1 and 0 < µi < 1.

(5)

Proof: We set t = t̃−i in Eq. (3) to compute the
maximum energy level of the battery at node vi, i.e., bi,max .
Thus, we have

bi,max = bi,min × µ̂i
τ̃i+1 +

τ̃i−1∑
p=0

µ̂i
p

r̂i
. (6)

For case (i): ηi = 1 and µi = 0, we set µ̂i = 1 and r̂i = ri in
Eq. (6) to yield bi,max = bi,min+ τ̃i/ri. Thus, τ̃i = ri(bi,max −
bi,min) as shown in Eq. (5). For case (ii): 0 < ηi < 1 and
0 < µi < 1, i.e., µ̂i 6= 1, we use the geometric series [24] to

produce
∑τ̃i−1

p=0
µ̂i

p

r̂i
=

1
r̂i
µ̂
τ̃i
i −1
µ̂i−1

. Thus, Eq. (6) becomes

bi,max = bi,min × µ̂i
τ̃i+1 +

1
r̂i

µ̂
τ̃i
i − 1

µ̂i − 1
. (7)

Solving Eq. (7) for τ̃i, we obtain Eq. (5).
The amount of energy that leaks from the battery of node

vi per slot, i.e., r̂iµi, and battery’s leakage rate µi in case (ii)
of Eq. (5), must be less than 1

bi,max
and 1

r̂iµ̂ibi,min
, respectively.

Otherwise, the battery will never be able to charge to its
maximum level.

We first present Eq. (8) and (9) that are used in Proposi-
tion 3 and 4. Consider a battery of node vi with energy level
of x at time t1, i.e., bi,t1 = x. As the battery leaks, energy
level of the battery at time t2 ≥ t1 is reduced to

bi,t2 = xµ̂t2−t1i . (8)
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Eq. (8) is used to compute the amount of energy that
has leaked from the battery of node vi from time t1 to t2,
i.e., 1t2

i,t1
= bi,t1 − bi,t2 for bi,t1 = x as

1
t2
i,t1
= x(1− µ̂t2−t1i ). (9)

Proposition 3 to 8 relate to a battery in discharging mode.
Proposition 3 computes energy level of the discharging bat-
tery at time t , for ti < t ≤ t−i , where ti is the most recent
time the battery was used. From time ti to t , the energy level
decreases due to battery leakage only. Thus, Proposition 3
is valid only for batteries with a non-negative leakage rate;
i.e., µi > 0.
Proposition 3: The energy level (in ε) of the discharging

battery at node vi at time slot t, for ti < t ≤ t−i is

bi,t = max(bi,min, bi,max × µ̂
t−t+i +1
i − µ̂

t−ti
i ). (10)

Proof: Following Eq. (2), the battery level at time t+i
is bi,t+i = bi,max × µ̂i. Using Eq. (9), the amount of energy

leaked from time t+i to ti, for x = bi,t+i is

1
ti
i,t+i
= bi,t+i × (1− µ̂

ti−t
+

i
i ). (11)

Thus, after spending 1ε of energy at time ti, the remaining
energy of the battery at the end of slot ti is

bi,ti = bi,t+i −1
ti
i,t+i
− 1. (12)

Now, as per Eq. (9), the energy leaked from time ti to t , for
x = bi,ti , is

1t
i,ti = bi,ti × (1− µ̂t−tii ). (13)

Thus, the remaining energy at time t is

bi,t = bi,ti −1
t
i,ti . (14)

Using (2) in (11), (2) and (11) in (13), (12) in (13), and (12)
and (13) in (14), we obtain

bi,t = bi,max × µ̂
t−t+i +1
i − µ̂

t−ti
i . (15)

As the energy level is lower bounded by bi,min, we thus obtain
Eq. (10).

Note that when the leakage rate is µi = 0, the energy
level of a battery at node vi at time slot t is bi,t = bi,ti − 1.
This is because the energy level decreases only due to packet
transmission/reception.

Let δb2i,b1 be number of time slots needed to discharge the
battery of node vi from level b1 ≤ bi,max to b2 ≥ bi,min
due to battery leakage only. The following Proposition 4
computes δb2i,b1 , which is applicable only when each battery
has non-negative leakage rate µi > 0.
Proposition 4: The discharging time interval, due to bat-

tery leakage only, for the battery of node vi, to decrease from
b1 ≤ bi,max to b2 ≥ bi,min is given as

δ
b2
i,b1
= b

log(b2)− log(b1)
log(µ̂i)

c. (16)

Proof: First, we set 1t2
i,t1
= b1 − b2 and x = b1 in

Eq. (9). As a result, we have

b1 − b2 = b1(1− µ̂
δ
b2
i,b1
i ). (17)

Then we solve Eq. (17) for δb2i,b1 to obtain Eq. (16).
Proposition 5 computes the next earliest time when the

battery at node vi can be used to transmit/receive a packet.

Proposition 5: Consider the battery at node vi is lastly
used at time ti ≥ τ̃i + 1. The next earliest time slot when the
battery at node vi can be used to transmit/receive a packet is

Ti =

{
ti + σi,ti × τ̃i + 1, µi = 0
ti + σi,ti × (δb2i,b1 + τ̃i)+ 1, µi > 0.

(18)

Proof: The next earliest time the battery at node vi can
be used depends on the remaining battery level at time ti,
i.e., bi,ti . For Case (i): µi = 0, Eq. (18) considers two sub-
cases: (a) bi,ti = bi,min, and (b) bi,ti > bi,min. For sub-case
(a), the battery needs to be recharged. This sub-case requires
charging time interval of τ̃i, computed by Eq. (5). Thus,
we have Ti = ti + τ̃i + 1 because the harvested energy needs
to be stored first before it can be used. For this sub-case, σi,ti
in Eq. (18) is set to 1. For sub-case (b), the battery at node vi
still can be discharged to transmit/receive another packet at
time t + 1, i.e., Ti = ti + 1, and thus σi,ti in Eq. (18) is set
to 0.

For Case (ii): µi > 0, there are two sub-cases: (a) bi,ti <
(bi,min + 1), and (b) bi,ti ≥ (bi,min + 1). For sub-case
(a), when the remaining energy is less than (bi,min + 1),
the battery needs to be recharged. However, the battery cycle
constraint requires the energy level of the battery to reach
bi,min first before it can be recharged. Using Eq. (16), it takes
b
log(bi,min)−log( bi,ti )

log(µ̂i)
c slots to discharge the battery (due to leak-

ing) from level bi,ti = b1 to bi,min = b2. Then, we use Eq. (5)
to compute the charging time interval, τ̃i. Thus, we have
Ti = ti + (δb2i,b1 + τ̃i)+ 1 because the harvested energy needs
to be stored first before it can be used. For this sub-case,
we have σi,ti = 1. For sub-case (b), the battery at node vi
can be discharged to transmit/receive another packet at time
ti. Thus, the next earliest time the battery at node vi can be
discharged to transmit/receive a packet is slot Ti = ti+1. For
this sub-case, we have σi,ti = 0.

For a given discharging cycle k , let Ti,k > Ti be the time at
which the energy level at node vi is bmin + 1. In other words,
Ti,k is the latest time the battery can be used in the discharging
cycle k .
Proposition 6: The latest time the battery can be used for

a given discharging cycle k is

Ti,k = Ti + b
log(bi,min + 1)− log(bi,Ti )

log(µ̂i)
c. (19)

Proof: The energy level at time Ti is bi,Ti . The discharg-
ing time interval from level bi,Ti to bi,min+1 can be computed
using Eq. (16) for b1 = bi,Ti and b2 = bi,min + 1. Thus, time
Ti,k can then be obtained by computing the sum of time Ti
and the discharging time, as given in Eq. (19).
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FIGURE 5. An Illustration for Proposition 6 and 7. The dashed (solid) lines
represent charging (discharging) cycles.

FIGURE 6. An illustration for Eq. (21) to Eq. (24).

For a given time Ti,k , Proposition 7 computes the ear-
liest time Ti at which the battery at node vi can be used
to transmit/receive a packet. In other words, Ti = t+i,k+1.
Figure 5 illustrates the relationship between times Ti,k and
Ti of Proposition 6 and 7, respectively.
Proposition 7: The earliest time Ti > Ti,k at which the

battery at node vi can be used is

Ti = Ti,k + b
log bi,min−log bi,Ti,k

log µ̂i
c + τ̃i + 1. (20)

Proof: At time Ti,k , node vi’s energy level is bi,min + 1.
We need to discharge it first to energy level bi,min before it
can be recharged. The discharging time is computed using
Eq. (16), for b1 = bi,Ti,k = bi,min + 1 and b2 = bi,min, shown
as the second term of the right hand side of Eq. (20). Then,
we need to charge the battery from bi,min to bi,max before it can
be used.We use Eq. (5) to compute the charging time interval,
τ̃i. After fully charged, as per the HSU model, the battery can
be discharged in the next slot, which explains the plus one in
Eq. (20).
Let αi be the duration from time Ti,k to t+i,k+1, i.e., αi =

t+i,k+1 − Ti,k ; see Figure 6. Recall that t+i,k is the starting time
of a discharging cycle k of the battery at node vi at which time
the battery has energy level bi,max ×µi. The time duration αi
includes (i) time to discharge 1ε of energy, i.e., from bi,min+1
to bi,min at cycle k before the battery can start charging at
cycle k + 1, (ii) time to charge the battery from level bi,min
to bi,max at cycle k + 1, and (iii) a one slot delay before the
stored energy can be used at time t+i,k+1, as required by the
HSU model. One can use Eq. (16) with b1 = bi,min + 1 and
b2 = bi,min to compute (i), and Eq. (5) to compute (ii). Thus,
we have

αi = b
log(bi,min)− log(bi,min + 1)

log(µ̂i)
c + τ̃i + 1. (21)

Let βi denote time duration from t+i,k to Ti,k , i.e., βi = Ti,k −
t+i,k ; see Figure 6. In other words, the battery takes βi slots
to discharge all its stored energy (due to leakage only) from
level bi,t+i,k = bi,max×µ̂i to bi,min+1. Using Eq. (16), we have

βi = b
log (bi,min + 1)−log (bi,max × µ̂i)

log µ̂i
c. (22)

The following proposition computes t+i,k+m and Ti,k+m for
the battery at node vi in discharging cycle k + m, for integer
m = 0, 1, · · · .

Proposition 8: Consider the battery of node vi in a dis-
charging cycle k, and the battery is not used from time t+i,k
to Ti,k+m, for any integer m = 0, 1, · · · . For a given Ti,k ,
the value of t+i,k+m and Ti,k+m can be computed as

t+i,k+m = Ti,k + mαi + (m− 1)βi, (23)

Ti,k+m = Ti,k + mαi + mβi. (24)

Proof: Form = 0, we have t+i,k = Ti,k−βi, which is true
by definition. Form = 1, we have t+i,k+1 = Ti,k+αi, which is
also true by the definition of αi or Eq. (21). To compute t+i,k+2,
we must include the number of slots required to discharge
the battery from the energy level at time t+i,k+1 to that at time
Ti,k+1, and the time duration from time Ti,k+1 to time t+i,k+2.
Thus, t+i,k+2 = Ti,k+1+αi+βi = Ti,k+2αi+βi. Similarly, for
m = 3, we have t+i,k+3 = Ti,k+2+αi+βi = Ti,k + 3αi+ 2βi.
Repeating the steps to compute t+i,k and Ti,k form = 4, 5, · · · ,
we obtain Eq. (23) and Eq. (24), respectively. Note that for
each pair of Ti,k and t+i,k at any discharging cycle k , we have
βi = Ti,k − t+i,k .

Figure 6 illustrates the relationship between αi, βi, t
+

i,k , and
Ti,k used in Eq. (21), (22), (23), and (24), respectively. Note
that variable Ti,k is used only for batteries with leakage rate
µi > 0. Thus, Proposition 6, 7, and 8 are not relevant for
batteries with leakage rate µi = 0.
We now describe a scenario to schedule a link li,j in

Figure 7. Consider link li,j and case (i): t
+

i,k < t+j,k in Figure 7a.
Link li,j can be activated at time slot ti,j = max{t+i,k , t

+

j,k} =

t+j,k only if (a) ti,j ≥ t
+

j,k+n, and (b) t
+

j,k+n ≤ Ti,k+m, form, n =
0, 1, · · · . Similarly, for case (ii): t+j,k < t+i,k in Figure 7b, link
li,j can be activated at time slot ti,j = t+i,k only if (a) ti,j ≥
t+i,k+m, and (b) t+i,k+m ≤ Tj,k+n. In other words, we need to
compute the two inequalities: (i) t+j,k+n ≤ Ti,k+m and (ii)
t+i,k+m ≤ Tj,k+n to determine the time ti,j to schedule each
link li,j. Using Eq. (23) and (24), for inequalities (i) and (ii),
we obtain respectively

n(αj + βj)−m(αi + βi) ≤ Ti,k − Tj,k + βj, (25)

m(αi + βi)−n(αj + βj) ≤ Tj,k − Ti,k + βi. (26)

One can use SMT (satisfiability modulo theories) solver,
e.g., Mistral [25], to solve linear inequalities over integers
for expressions (25) and (26). The Mistral solver implements
the Cuts-from-Proofs algorithm [26]. The solver is able to
generate solutions for systems of linear inequalities that con-
tain between 10 and 45 variables and between 15 and 50
inequalities per system. For problem LSME, it is preferable
to find a pair (m, n) with the minimum of max{m, n} for
inequalities (25) and (26) to minimize time ti,j so that link
(i, j) can be scheduled earlier. Therefore, in this paper, we pro-
pose a simple heuristic function, called findmn(.), to obtain
such a pair of (m, n) for inequalities (25) and (26). Function
findmn (i, j, Ti,k , Tj,k ) generates the values of m and n for
inequalities (25) and (26) as follows. Initially it sets (m, n) =
(0, 0). From Eq. (23) and (24), increasing the value of m
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FIGURE 7. Two scenarios to schedule a link li,j .

results in a larger t+i,k+m and Ti,k+m value. Similarly, a larger
n value increases t+j,k+n and Tj,k+n. To minimize time ti,j,
findmn(.) needs to find the minimum integer values for m
and n. Consider t+i,k < t+j,k , i.e., case (i) in Figure 7a, and
t+j,k+n > Ti,k+m. For this case, a larger value of Ti,k+m is
needed. Thus, findmn(.) increases the value of m in (25) from
m = 0 to m′ = 1 to increase the value of Ti,k+m, which also
increases t+i,k+m. The function findmn(.) also finds a value of
n′ from (25) when it uses m′ = 1. Next it produces a new
value of m in (26) using n′, e.g., m′′. If m′′ ≤ m′, the values
(m′ = 1, n′) satisfy both (25) and (26), thus it returns (m′, n′).
However, if m′′ > m′, it uses m′′ in (25) to further increase
the value of Ti,k+m; it also obtains a new value for n, e.g., n′′.
If n′′ ≤ n′, it stops at a feasible solution (m′′, n′). However,
if n′′ > n′, it uses n′′ in (26) to generate an updated value of
m, e.g., m′′′, which is then used to obtain another new value
for n in (25), e.g., n′′′. Function findmn(.) repeats the iterations
until it finds the first feasible solution for m and n. Thus, link
(vi, vj) can be scheduled at time ti,j = max(t+i,k+m, t

+

j,k+n).
To illustrate how the function findmn(.) works, consider

link li,j with Ti = 22, Ti,k = 74, Tj = 93, Tj,k = 132,
αi = 78, αj = 81, βi = 90, and βj = 39. In this example,
Tj = t+j,k because t+j,k = Tj,k − βj = 132 − 39 = 93.
However, we have Ti 6= t+i,k , meaning that the battery at
node vi has been used in discharging cycle k . From (25) and
(26), we respectively have (i) 120n − 168m ≤ −19, and
(ii) 168m − 120n ≤ 148. Notice that link li,j cannot be
activated at time ti,j = max(22, 93) = 93 because t+j,k > Ti,k ;
see Figure 8. Thus, we need to shift the discharging cycle of
battery at node vi to the next cycle by increasing time Ti,k+m.
To shift one cycle, function findmn(.) sets m = m′ = 1 in
(i) and obtains n′ = 0. As shown in Figure 8, the cycle now
starts at t+i,k+1 = 152 and ends at Ti,k+1 = 242, which
are obtained by substituting m = 1 into Eq. (23) and (24),
respectively. The function then sets m = m′ = 1 in (ii) and
gets n′ = 1 > 0 that indicates the need for shifting the cycle

FIGURE 8. A discharging cycle of the battery at node vi (top) and vj
(bottom).

for the battery at node vj by one cycle. Otherwise, the link
cannot be activated at time ti,j = max(152, 93) = 152
because t+i,k+1 > Tj,k ; see Figure 8. Setting n = n′ = 1 in
(26), the function gets a new value of m, i.e., m′′ = 1. Notice
that m′′ ≤ m′, indicating that we don’t need to further shift
the duration for node vi, i.e., (m = 1, n = 1) is a feasible
solution for (25) and (26). Thus, link li,j can be scheduled at
time ti,j = max(t+i,k+1, t

+

j,k+1) = max(152, 213) = 213.

B. PROBLEM SOLUTION FEASIBILITY
This section aims to show the feasibility of LSME. While
in general two linear inequalities always have a solution,
the values of m and n can be non integers [26]. One can
use proof of unsatisfiability in [26] to determine if two lin-
ear inequalities have no integer solution. Thus, LSME for
batteries with leakage rate µi > 0 might not have a feasible
solution, i.e., there can be some links li,j ∈ E which cannot be
scheduled. The reason is because link (i, j) can be scheduled
only when the batteries at its end nodes are simultaneously
in discharging cycle at the start of the same slot m or n,
or different slots m and n. Recall that expressions (25) and
(26) are for case µi > 0.

Consider a link (i, j) and slot t at which time the batteries
of end nodes vi and vj are in charging and discharging cycle,
respectively. Thus, link (i, j) at time t cannot be scheduled.
We call such link (i, j) an unscheduled link or u-link at time t ,
denoted by (i, j)t , if its end nodes’ other adjacent links will
never be scheduled at or after time t . Let E t ⊆ E be a set of
u-links at time t . Intuitively, when batteries of the end nodes
of each u-link have the same recharging time, storage effi-
ciency, leakage rate, minimum and maximum battery level,
the batteries will never reach discharging cycle at the same
time, and thus the link cannot be scheduled. The reason is
because the batteries will have the same charging intervals as
well as the same discharging intervals. The intuition is one
possible necessary condition that prohibits expressions (25)
and (26) having integers m and n as their solution. It is stated
and formally proved in the following proposition.
Proposition 9: Each u-link (i, j)t ∈ E t cannot be sched-

uled if all batteries have the same values of recharging time ri,
storage efficiency ηi, leakage rate µi, minimum battery level
bi,min, and maximum battery level bi,max .

Proof: The proof considers three cases: (i) set E t con-
tains only one u-link (i, j)t , (ii) set E t contains more than one
u-links where any pair of them are not adjacent to each other,
and (iii) set E t contains more than one u-links where some
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pair of them are adjacent to each other. For case (i), we show
that u-link (i, j)t cannot be scheduled as follows. For ri = rj,
µi = µj, ηi = ηj, bi,min = bj,min, bi,max = bj,max , Eq. (5)
obtains τ̃i = τ̃j. Thus, for τ̃i = τ̃j, bi,min = bj,max , and
µi = µj, Eq. (21) produces αi = αj. Similarly, Eq. (22) has
βi = βj. Let α denote both αi and αj, and β denote both βi
and βj. Further we set T = Ti,k − Tj,k . Thus, we can convert
expressions (25) and (26) into the following two expressions,
respectively.

n(α + β)−m(α + β) ≤ T + β, (27)

m(α + β)−n(α + β) ≤ −T + β. (28)

One necessary condition for (27) and (28) to have integer
solution for m and n is when m 6= n. Otherwise, the bat-
teries at node vi and node vj cannot be simultaneously in
discharging cycle because both batteries have the same afore-
mentioned parameters, and thus they have the same charging
interval and the same discharging interval. Now, we aim to
show that any solution for expressions (27) and (28) cannot
have integer values of m and n. Without loss of generality,
consider Ti,k > Tj,k , and thus T > 0. Multiplying both sides
of (27) by −1, we have

m(α + β)−n(α + β) ≥ −T − β. (29)

Thus, from (28) and (29), we have

−T − β ≤ m(α + β)−n(α + β) ≤ −T + β, (30)

or
−(T + β)
(α + β)

≤ m−n ≤
(−T + β)
(α + β)

. (31)

Notice that we have (−T + β) < (α + β) because T is a
positive integer. Thus, we have (−T +β)

(α+β) < 1. Further, −(T +β)(α+β)

has a negative value, or we have −(T +β)(α+β) < 0. Thus, we have

−(T + β)
(α + β)

< 0 ≤ m−n <
(−T + β)
(α + β)

< 1. (32)

Since m 6= n, i.e., m−n 6= 0, we have

0 < m−n < 1, (33)

which means the value of m − n is a fraction. Thus, either
variable m or n is a fraction.

For case (ii), we repeat the proof for case (i) for each
u-link (i, j)t ∈ E t . Thus, all u-links in the set cannot be
scheduled. Finally for case (iii), arbitrarily consider one u-
link (i, j)t ∈ E t . Following the proof for case (i), u-link
(i, j)t cannot be scheduled. Next, consider an adjacent link
of (i, j)t , e.g., a u-link (i, k)t . We argue that (i, k)t cannot be
scheduled because all of its parameters are unchanged. Note
that the expressions (27) and (28) of u-link (i, k)t can have
integer solutionsm and n, and thus link (i, j) can be scheduled,
only if the batteries’ parameters, i.e., leakage rate µi, storage
efficiency ηi, minimum battery level bi,min, and maximum
battery level bi,max , change.

To illustrate Proposition 9, consider the network in Figure 9
in which link (1, 2) is activated first at slot 13. We have

FIGURE 9. A cycle with three nodes: an example for a non-existing
solution. Each node vi has bi,min = 1, bi,max = 3, bi = 3, µi = 0.01,
ηi = 1, and ri = 5.

T1 = T2 = 93, T1,k = T2,k = 132, T3 = 13, and T3,k = 52.
Further, E t = {(2, 3), (3, 1)}. We show that u-link (2, 3)t

cannot be scheduled as follows. Eq. (5) obtains τ̃2 = τ̃3 = 12,
while Eq. (21) and (22) produce α2 = α3 = α = 81
and β2 = β3 = β = 39, respectively. Further, we have
T = T2,k − T3,k = 132 − 52 = 80. Thus, we have − 119

120 <

0 ≤ m−n ≤ − 41
120 < 1 for (32), and 0 < m−n < 1 for (33),

meaning either value of m or n is a fraction. Thus, u-link
(2, 3)t=93 cannot be scheduled and the parameters for u-link
(3, 1)t remains unchanged. Similarly, u-link (3, 1)t cannot be
scheduled because all of its parameters are same with u-link
(2, 3)t .

While it is important to find all necessary conditions that
prohibit expressions (25) and (26) to have integer values ofm
and n for their solution, unfortunately, we fail to generate the
conditions due to the complexity of the problem.

The following proposition formally shows that LSME for
batteries with µi = 0 always has a feasible solution.
Proposition 10: LSME for batteries with leakage rate

µi = 0 will always have a feasible solution, i.e., it is possible
to activate each link li,j ∈ E.

Proof: For leakage rate µi = 0, each battery at node
vi makes transition from discharging to charging cycle only
after its energy is used to activate at least one incident link at
vi. Consider a link li,j ∈ E . Without loss of generality, assume
the battery at node vi has a longer discharging cycle than at
node vj. In other words, the battery at node vi is less frequently
used than at node vj. For this case, the battery at node vj will
transition to charging cycle earlier than that at node vi. Thus,
the battery at node vi remains in discharging cycle while the
battery at node vj is being recharged to its maximum level.
When the battery at node vj is back to discharging cycle, link
li,j can be activated.

C. A METHOD TO SHORTEN SUPERFRAME LENGTH
The link schedule of an rWSN that complies with the bat-
tery cycle constraint will become longer when the batteries
of nodes have a smaller leakage rate µi. The reason is as
follows. Consider a battery of node vi that has energy level
of bi,min + x, for x < 1ε. The cycle constraint requires the
energy level of the battery to reach bi,min before it can be
recharged. However, discharging the non-usable energy from
the battery gets longer when its leakage rate is smaller. As an
example, consider a battery with bi,min = 1 and x = 0.5. For
leakage rate µi = 0.01, b1 = 1.5, and b2 = 1, Eq. (16)
produces 40 time slots to discharge the 0.5ε of energy.
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The discharging time will significantly increase to 405464
slots when its leakage rate isµi = 10−6. The longer discharg-
ing time leads to longer schedule because the battery requires
more time before it can be recharged to bi,max so that it can
be used to activate links.

To shorten the discharging time, we assume each node is
able to discard or flush its excess energy x at slot t in the
next slot t + 1. One way for a node to flush excess energy
of size x is by using the energy to transmit a dummy packet
in a given slot. This protocol, henceforth called energy flush,
is similar to that assumed in [20]. Briefly, the work in [20]
uses two batteries, called primary and secondary, which are
respectively in discharging and charging mode. When the
secondary battery is fully charged, it becomes the primary
battery, while the other becomes the secondary battery, i.e., in
chargingmode, evenwhen its energy level has not reached the
minimum, i.e., bi,min in our model.

The use of the energy flush protocol affects the compu-
tation of Eq. (16) when it has b1 = bi,min + x for x < 1,
and b2 = bi,min. For this case, the value of δ

b2
i,b1

is set to one
because according to the energy flush protocol the x excess
energy can be discharged in one slot. Consequently, for this
case, we need to set the value of δb2i,b1 in Eq. (18) to one. Thus,
Eq. (18) forµi > 0, b1 = bi,min+x for x < 1, and b2 = bi,min
becomes

Ti = ti + σi,ti × (1+ τ̃i)+ 1 (34)

D. ALGORITHM
This section provides the details of our heuristic algorithm
to solve LSME, called Link Scheduling with Battery Cycle
Constraint (LSBCC). The algorithm aims to schedule all
non-interfering links at the earliest possible time slot when
the battery at its end nodes can be used, i.e., in discharging
mode. Further, it uses the conflict graph CG to check the
interference links.

We first describe LSBCC in Algorithm 1 that considers
batteries with leakage rate µi > 0. LSBCC sets time t = 0
as the beginning of time slot and battery of each node is
initially in chargingmode. In Lines 1-3, LSBCC uses function
INIT(.) to initialize the following eight parameters for each
node vi. The function initializes energy level of battery at
each node vi to bi,min, i.e., b̃i,0 = bi,min. It uses Eq. (5) to
compute τ̃i, i.e., the charging time interval for the battery at
node vi. It sets time duration αi and βi using Eq. (21) and (22),
respectively. It initializes ti to the last time the battery at node
vi is discharged to zero. It also sets Ti to τ̃i + 1 and Ti,k to
Ti + βi. Recall that Ti and Ti,k are the earliest time and the
latest time slot when the battery at node vi can be discharged
to transmit or receive one packet. Finally, it initializes bi,Ti ,
the energy level of battery at node vi at time Ti, to bi,max× µ̂i,
i.e., bi,Ti = bi,max × µ̂i.
Lines 4-6 use function COMP_ti,j(.) in Algorithm 2 to

compute the earliest time each link (i, j) can be activated,
i.e., ti,j. If the batteries of node vi and vj are at the same
discharging cycle, Line 2 of COMP_ti,j(.) sets ti,j to the

Algorithm 1 LSBCC
Input: G(V ,E), ri, bi, bi,max , bi,min, µi, ηi of each node vi ∈
V , weight wi,j of each link li,j ∈ E , and conflict graph CG
Output: Superframe S
1: for each node vi ∈ V do
2: INIT(b̃i,0, τ̃i, αi, βi, ti,Ti, Ti,k , bi,Ti )
3: end for
4: for each link li,j ∈ E do
5: ti,j = COMP_ti,j(vi, vj)
6: end for
7: K = {node li,j in CG with min{ti,j}}
8: K ′ = ORDER(K )
9: t ← min{ti,j}

10: for each li,j ∈ K ′ do
11: if NOT CONFLICT(li,j,S[t]) then
12: S[t]← S[t] ∪ li,j
13: wi,j← wi,j − 1
14: if wi,j = 0 then
15: remove node li,j from CG
16: end if
17: ti← tj← t
18: bi,ti ← bi,Ti × µ̂

ti−Ti
i − 1

19: bj,tj ← bj,Tj × µ̂
ti−Tj
j − 1

20: Ti← COMP_Tα(i)
21: bi,Ti ← COMP_bα(i)
22: Tj← COMP_Tα(j)
23: bj,Tj ← COMP_bα(j)

24: Ti,k ← Ti + b
log (bi,min+1)−log bi,Ti

log µ̂i
c

25: Tj,k ← Tj + b
log (bj,min+1)−log bj,Tj

log µ̂j
c

26: end if
27: end for
28: repeat Line 4-27 until all wi,j = 0

earliest time at which both batteries can be discharged. On
the other hand, when the two batteries are not at the same
discharging cycle, Lines 4 to 15 aim to obtain the earliest
time that the battery at nodes vi and vj can be at the same dis-
charging cycle. More specifically, Line 4 first uses the proof
of unsatisfiability [26] in function SATISFY(.) to determine
if (25) and (26) for link (i, j) have integer solutions. If so,
Line 5 uses function findmn(.) to compute a pair (m, n) that
satisfies expressions (25) and (26). Otherwise, Line 14 sets
ti,j to a large integer value, i.e., 231− 1, to denote that link li,j
can not be scheduled in this iteration. Note that, it is possible
that link li,j can be scheduled in the future. Lines 6-7 compute
the starting time of the next discharging cycle of the battery
at node vi and vj. Lines 8-9 obtain the battery level of node
vi and vj. Lines 10-11 recompute the ending time of the next
discharging cycle of the battery at node vi and vj. Line 12
computes ti,j.
Line 7 of LSBCC creates a set K that stores all links

(i, j) that have the same earliest activation time. Line 8 then
uses function ORDER(K ) to sort links in set K in order of

17812 VOLUME 9, 2021



T. Tony et al.: Link Scheduling in rWSNs With Imperfect Battery and Memory Effects

Algorithm 2 COMP_ti,j
Input: vi, vj
Output: ti,j
1: if Tj ≤ Ti,k or Ti ≤ Tj,k then
2: ti,j← max(Ti,Tj)
3: else
4: if SATISFY(i, j) is true then
5: findmn(i, j, Ti,k , Tj,k )
6: t+i,k+m← Ti,k + mαi + (m− 1)βi
7: t+j,k+n← Tj,k + nαj + (n− 1)βj
8: bi,t+i,k+m ← bi,max × µ̂i
9: bj,t+j,k+n ← bj,max × µ̂j

10: Ti,k+m← Ti,k + mαi + mβi
11: Tj,k+n← Tj,k + nαi + nβi
12: ti,j← max(t+i,k+m, t

+

j,k+n)
13: else
14: ti,j← 231 − 1
15: end if
16: end if
17: return(ti,j)

decreasing weight wi,j. Links with equal wi,j are sorted in
decreasing node degree of its end nodes and for a tie, links
are sorted in increasing order of their node labels.
Line 9 sets t with the earliest slot, i.e., min{ti,j}.

Lines 10-27 repeatedly schedule each link li,j ∈ K ′ in order.
Each selected link in Line 12 does not cause interference or is
interfered by links that have been scheduled in slot t; see the
condition in Line 11. Each slot in S is initially empty. Note
that function CONFLICT(.) uses a matrixM of size |E|2 that
contains Boolean variables to represent the conflict graph of
the network; i.e., M [a, b] is set to "1" if there is interference
between links a and b. Line 13 decreases the weight of
each selected link li,j by one. Once the weight reaches zero
(see Line 14), Line 15 removes the link from contention.

Line 17 sets the last time batteries at the end nodes of
selected link li,j is used, i.e., ti and tj, to the current time.
Further, Lines 18-19 compute the energy level of the bat-
tery at node vi and vj at time ti after being used to trans-
mit/receive one packet. Line 20 uses function COMP_Tα(.)
that implements Eq. (18) to update the next earliest time the
battery at node vi can be discharged. Line 21 uses function
COMP_bα(.) to compute the battery’s energy level at time
Ti, which depends on the remaining energy level at time
ti, i.e., bi,ti . More specifically, if bi,ti is larger or equal to
(bi,min + 1), then bi,Ti is set to bi,ti × µ̂i as the battery still
can be used to transmit/receive one packet. Otherwise, bi,Ti
is set to bi,max × µ̂i since the battery has been charged to its
maximum level. Similarly, LSBCC computes the next earliest
time and energy level of the battery at node vj in Lines 22-23.
Lines 24-25 use Eq. (19) to obtain the latest time the battery
at node vi and vj can be used. Finally, the steps from Line 4 is
repeated until all links is scheduled, i.e., wi,j = 0.

Next, we describe how to adjust LSBCC in Algorithm 1
for use in the case when each battery at node vi is leak-
free, i.e., for case µi = 0. The adjustment comprises the
following four changes to Algorithm 1: a) Function INIT(.)
in Line 2 of LSBCC does not initialize parameters αi, βi,
and Ti,k . Recall that these three parameters are used only for
batteries with µi > 0; b) Replace Line 5 of Algorithm 1
with ti,j = max(Ti,Tj). Note that function COMP_ti,j(.) is
applicable only for batteries with µi > 0; c) Set bi,Ti to bi,max
in Line 21 if bi,ti is equal to bi,min. Otherwise, set bi,Ti to bi,ti .
Do similar adjustment in Line 23 as in Line 21; and lastly, d)
Omit Lines 24-25.

For an example, consider the rWSN and conflict graph CG
shown in Figure 3. The function INIT(.), for each node vi,
sets the following eight parameters as: (i) b̃1,0 = b̃2,0 =
b̃3,0 = b̃4,0 = b1,min = 1; (ii) τ̃1 = 9, τ̃2 = 12, τ̃3 = 20,
τ̃4 = 10; (iii) α1 = 78, α2 = 81, α3 = 89, α4 = 79;
(iv) β1 = 90, β2 = β3 = 39, β4 = 67; (v) t1 = t2 = t3 =
t4 = 0; (vi) T1 = τ̃1 + 1 = 10, T2 = 13, T3 = 21, T4 = 11;
(vii) T1,k = T1+β1 = 100, T2,k = 52, T3,k = 60, T4,k = 78;
and (viii) b1,T1 = b1,max × µ̂1 = 5 × 0.99 = 4.95, b2,T2 =
2.97, b3,T3 = 2.97, b4,T4 = 3.96. Lines 4-6 obtain t1,2 = 13,
t2,4 = 13, and t3,1 = 21. Line 7 inserts links l1,2 and l2,4 into
the set K , and thus Line 8 obtains K ′ = {l2,4, l1,2} because
w2,4 > w1,2, and Line 9 sets t = 13. Line 11 finds that
l2,4 has conflict with l1,2, and thus Line 12 inserts only link
l2,4 into S[13], and Line 13 reduces w2,4 by one and hence it
becomes two. Line 17 sets t2 = t4 = 13. Lines 18-19 compute
b2,13 = 1.97 and b4,13 = 2.88. Lines 20-23 obtain T2 = 93,
b2,T2 = 2.97 and T4 = 14, b4,T4 = 2.85. Lines 24-25
then compute T2,k = 132 and T4,k = 49. Line 28 repeats
the steps from Line 4 until all links have wi,j = 0. Finally,
LSBCC produces the link schedule S in Figure 4b, i.e., S =
[S[13] = {l2,4}, S[21] = {l3,1}, S[128] = {l2,4}, S[152] =
{l2,4}, S[227] = {l1,2}, S[307] = {l1,2} ]. The generated
schedule contains 303 empty slots as the battery at each node
needs time to charge to its maximum level before it can be
used to transmit/receive packets.
Proposition 11: The time complexity of LSBCC is

O(W |E|2), where W =
∑

(i,j)∈|E|
(wi,j).

Proof: Lines 1-3 take O(|V |). Lines 4-6 require O(|E|)
because Lines 1-17 of functionCOMP_ti,j takeO(1) each and
these lines are repeated at most |E| times. Line 7 takesO(|E|).
Line 8 sorts all links in K using the function ORDER(K ) that
requires O(|E| log |E|). Line 9 takes O(1). Line 11 requires
O(|E|2) to construct a matrixM which represents the conflict
graph CG. Function CONFLICT(li,j,S[t]) in Line 11 uses the
matrix at most |E| times. Hence, it takes O(|E|). Lines 12-25
takeO(1) each. The for loop in Lines 10-27 is repeated at most
|E| times, and thus, the loop requires at most O(|E|2). Line
28 repeats Lines 4-27 W times. Thus, the time complexity of
LSBCC is O(W |E|2).

Notice that the time complexity of LSBCC becomes
O(|E|3) if each link weight has a constant value. For this case,
LSBCC runs in polynomial order of the number of links |E|.
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TABLE 2. Parameter values used in our evaluation.

Further, the running time of the algorithm worsens on net-
works that contain a high number of links. Nevertheless, since
LSBCC runs in polynomial order of |E|, it is scalable for use
in larger sized networks.

IV. EVALUATION
We have implemented LSBCC in C++ and conducted our
experiments on a computer with an Intel Core i7 CPU @
3.4 GHz and 16 GB of RAM. Section IV-A analyzes the
schedule length when nodes use a battery that adheres to the
battery cycle constraint but with no leakage. Section IV-B
aims to analyze the effects of parameters ri, bi, bi,max , and
ηi on the feasibility of LSME when nodes have a battery
with leakage rate µi > 0. Finally, Section IV-C evaluates the
impact of the battery cycle constraint on link schedule length
and the number of charge/discharge cycles for rWSNs with a
leak-free battery and one that leaks.

Table 2 lists the parameter values used in our simulation.
We consider arbitrary networks with 10 to 50 nodes randomly
deployed on a 40× 40 m2 area. The average number of links
|E| is 28, 125, 273, 470, and 758 for networks with 10, 20,
30, 40, and 50 nodes respectively. Each node has a transmit
and interference range of 15 and 30 meters, respectively,
i.e., as in [14] the interference range is two times the transmit
range. We arbitrarily set the range of values of ri and wi,j to
{2, 3, . . . , 17} and {1, 2, . . . , 5}, respectively. We use leakage
rate µi values in the set {1, 1.2, 1.4, 1.6, 1.8, 2.0, 2.2, 2.4} ×
10−6 per slot; also, the battery leakage rate is 20% per
24 hours [27].We set each slot to one second. Further, we con-
sider batteries with 100% storage efficiency, and arbitrarily
set the values of bi, bi,min, and bi,max . Note that as reported
in [15], battery capacity has insignificant effect on super-
frame length |S|. Our results are an average over 100 random
node deployments.

A. BATTERY WITH NO LEAKAGE
The aim of this section is to study how the battery cycle
constraint affects the superframe length |S|when each battery
has no leakage, i.e., µi = 0. Recall that, as stated in Propo-
sition 10, LSME always has a feasible solution for µi = 0.
This section performs two evaluations. First, it compares the
performance of LSBCC against LSNBC. Briefly, LSNBC
is a version of LSBCC with no battery cycle constraint.
Second, it investigates the effect of energy harvesting time ri
on the link schedules produced by LSBCC. All experiments

FIGURE 10. LSBCC versus LSNBC in terms of superframe length |S|.

consider 10 to 50 nodes with the following parameter values:
bi = 3ε, bi,max = 3ε, bi,min = 1ε.

1) LSBCC VERSUS LSNBC
Each link weight wi,j is drawn randomly from [1, 5], and
ri = 5. Figure 10 shows that the superframe length |S|
produced by LSBCC is longer than LSNBC. In a rWSN with
10 nodes, LSBCC produces 42 more slots (30.43% longer) as
compared to when using LSNBC. The results are consistent
for other networks, i.e., |V | = 20, 30, 40, 50 nodes. LSBCC
produces superframes that are 19.4%, 17.9%, 17.94%, and
17.47% longer than in LSNBC, respectively, with standard
deviation values ranging between 56 and 129. The reason is
because nodes using LSBCC need to wait for their battery to
be fully charged before they can discharge their battery.

2) EFFECT OF HARVESTING TIME
In this simulation, we consider various ri values, namely
1, 5, 10, 15, 20 slots. Links have a weight of wi,j = 3.
From Figure 11, we see that energy harvesting time of nodes
has a significant effect on |S|, i.e., increasing their energy
harvesting time results in a longer superframe. Specifically,
for a rWSN with 10 nodes, when ri is increased by four slots,
i.e., from one to five, |S| jumps from 68 to 173 slots - an
increase of 1.54 times. Similarly, when ri increases from 5
to 20 with an interval of five, i.e., from five to 10, 10 to 15,
and 15 to 20, |S| is further increased by 139, 140, and 140
slots, meaning the link schedule increases by 0.8, 0.45, and
0.31 times, respectively. We observe similar trends in rWSN
with 20, 30, 40, and 50 nodes. For example, for a rWSN with
50(100) nodes, when ri increases from 1 to 20 with an interval
of five, |S| is increased by 1.33(1.34), 0.72(0.72), 0.42(0.42),
0.3(0.3) times respectively. The increase in |S| is because
each battery needs more time to be charged to its maximum
level before it can be used to transmit/receive a packet. Also
notice that the |S| for each network size increases almost
linearly when ri is increased from one to 20. Further, the rate
of increase (in slots) in smaller networks, e.g., |V | = 10,
is less than that of larger networks, e.g., |V | = 50. The reason
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FIGURE 11. Effect of harvesting time ri on the superframe length |S|.

TABLE 3. The Number of Scheduled Links (In %).

is because more nodes mean more links need to be scheduled.
Also, more links will have to wait for sufficient energy before
they can be activated. Figure 11 also shows that the increase
in |S| is more significant in denser networks; see the results
for 100 nodes.

B. FEASIBLE SOLUTIONS OF LSME
This experiment aims to empirically demonstrate that the
LSME in general does not always have a feasible solution,
i.e., some links cannot be scheduled for some battery leakage
rate µi > 0. More specifically, it analyzes the impact of
parameters ri, bi, bi,max , ηi, and µi > 0 on LSME’s solution.
The experiment considers five cases, i.e., all nodes have 1) the
same parameter values, 2) random parameter values, 3) dif-
ferent values of µi, 4) different values of ri, and 5) different
values of pair (ri, µi). Each case considers two different
values of link weight, i.e., wi,j = 1 and wi,j = 3. Table 3
summarizes the number of scheduled links for each case.
The proof of unsatisfiability [26] is used on inequalities (25)
and (26) of each link (i, j) to determine if the link can be
scheduled.

1) SAME PARAMETER VALUES
All nodes use the same values of parameters ri, bi, bi,max , µi,
and ηi, each of which is selected randomly from set {2, 5},
{3, 4}, {3, 4}, {1, 2.2}× 10−6, and {0.9, 1}, respectively With
weight wi,j = 1, most links cannot be scheduled, i.e., only
21.43% (6 of 28), 7.2% (9 of 125), 6.59% (18 of 273), 4.47%

(21 of 470), and 3.56% (27 of 758) of the total number of links
in networks with 10, 20, 30, 40, and 50 nodes respectively,
can be scheduled; see Case (1) in Table 3. Recall that a link
(i, j) can be scheduled only if the batteries of its end nodes
i and j have an energy level at least one ε and are in the
same discharging cycle. Alternatively, link (i, j) cannot be
scheduled because one fails to find integer values of m and
n that satisfy the expressions 25 and (26). Similar results are
obtained for wi,j = 3, where each link needs to be scheduled
three times.More specifically, only 8.33% (7 of 3×28 = 84),
2.4% (9 of 375), 2.08%, 1.56%, and 1.19% of the total link
schedules can be generated for networks with 10, 20, 30, 40,
and 50 nodes, respectively.

2) RANDOM PARAMETER VALUES
Each node is assigned with randomly generated parameters.
More specifically, we randomly set ri ∈ {2, 3, 4, 5}, bi ∈
{3, 4}, bi,max ∈ {3, 4},µi ∈ {1, 1.4, 1.8, 2.2}×10−6, and ηi ∈
{0.9, 1}. The average number of scheduled links increases
when we assign random parameter values at nodes. As an
example, Table 3 shows that for wi,j = 3 and |V | = 30,
Case (2) produces only 5.74%unscheduled links as compared
to 97.92% in Case (1). Notice that the results for wi,j = 1
and wi,j = 3 for Case (2) are consistent. As an example, for
|V | = 50 and wi,j = 1 (wi,j = 3), LSBCC is able to schedule
98.68% (97.63%), i.e., 740 of 758 (2244 of 2274) links.

3) DIFFERENT VALUES OF µi
Each node is set to have the same value of parameter ri = 2,
bi = 3ε, bi,min = 1ε, bi,max = 3ε, ηi = 1. Different
values of µi are assigned to the end nodes of each link
as follows: (i) use the chromatic number algorithm [28] to
compute the minimum number of different values of µi for
each network; (ii) use the vertex coloring algorithm [28] to
assign the end nodes of each link with different values of
µi ∈ {1, 1.2, 1.4, 1.6, · · · , 2.4} × 10−6.

As shown in Case (3) of Table 3, the average number of
scheduled links reaches 100% for all network sizes. However,
it does not guarantee the feasibility ofLSME’s link schedule.
For example, when ri ∈ {2, 4} and with other parameter
retaining the same value, 99.56% of links can be scheduled
for |V | = 50 with wi,j = 3. Note that, this result is not shown
in Table 3 to reduce space.

4) DIFFERENT VALUES OF ri
Each node is assigned with the same value of the following
parameters: bi = 3ε, bi,min = 1ε, bi,max = 3ε,µi = 1×10−6,
and ηi = 1. However, the end nodes of each link use different
value of harvesting time ri, each of which is randomly drawn
from set {2, 3, 4, · · · , 17}. As in Section IV-B3, the chromatic
number and vertex coloring algorithms are used to assign
different values of ri to the end nodes of each link. For link
weight wi,j = 1 and wi,j = 3, the total number of links
that can be scheduled are 100% for |V | = 10, 20, 30, 40, 50
nodes; see Case (4) in Table 3. However, setting the end nodes
of each link with a different harvesting time increases the
number of scheduled links.
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5) DIFFERENT VALUES OF PAIR (ri , µi )
Each node is assigned with the same value of the following
parameters: bi = 3ε, bi,min = 1ε, bi,max = 3ε, and ηi = 1.
However, the end nodes of each link have different values
of pair (ri, µi), for harvesting time ri ∈ {2, 3, 4, 5, 6} and
leakage rate µi ∈ {1, 1.2, 1.4, 1.6, · · · , 2.4} × 10−6. Hence,
there are 5×8 = 40 different (ri,µi) pairs, i.e., (2, 1×10−6),
(2, 1.2×10−6), (2, 1.4×10−6), (2, 1.6×10−6), · · · , (2, 2.4×
10−6), (3, 1×10−6), · · · , (6, 2.4×10−6). As in Section IV-B3,
the chromatic number and vertex coloring algorithms [28]
are used to assign different pairs of (ri, µi) to the end nodes
of each link. As shown in Case (5) of Table 3, the average
number of links which can be scheduled is 100%, only for
networks with 10 (wi,j = 1) and 20 nodes. Table 3 shows that,
for wi,j = 1 (wi,j = 3), LSBCC is able to schedule 99.63%
(99.15%), 95.53% (95.53%), and 90.24% (93.18%) of the
links in networks with 30, 40, and 50 nodes, respectively.

The results in Table 3 show that, except for Case (2),
the percentage of links that can be scheduled decreases for
networks with larger number of nodes. The reason is because
larger networks have more links and hence have a higher
probability that links have end nodes that do not have the
same discharging cycle. Thus, these links cannot be sched-
uled. Further, assigning the end nodes of each link with dif-
ferent values ofµi, ri, or pair (ri,µi), i.e., in Case (3), (4), and
(5) respectively, tend to reduce the number of unscheduled
links.

C. LEAK-FREE VERSUS LEAK BATTERY
This section aims to compare the impact of the battery cycle
constraint on networks where nodes have a leak-free battery
and those with a battery that leaks. Firstly, it presents the
results of a simulation that evaluates the effect of battery
cycle constraint on the link schedule. The results compare the
schedule length |S| generated by LSBCC against LSNBC.
Secondly, it aims to see which constraint, charging or dis-
charging, has a larger effect on the schedule length. Recall
that a battery charging constraint enforces the battery to be
charged only when its capacity reaches the minimum level.
On the other hand, a battery discharging constraint imposes
the battery can be used only when its energy level reaches
the maximum level. Here we compare the schedule length
generated by two versions of LSBCC: LSCC that considers
only charging constraint, and LSDC that enforces only dis-
charging constraint. Finally, it provides the results of a simu-
lation that examines the effect of the battery cycle constraint
on the number of charge/discharge cycles. Each simulation
considers 10 to 50 nodes and uses the following parameter
values: bi = 3ε, bi,max = 3ε, bi,min = 1ε, and ηi = 1. Note
that for all simulations, the parameters ri and µi are set to
values that ensure there is a feasible link schedule.

1) LSBCC VERSUS LSNBC
In this simulation, we set ri ∈ {2, 3, 4, 5, 6} and wi,j =
3. The leakage rate µi of batteries is set to a value in
{1, 1.2, 1.4, 1.6, 1.8} × 10−6. We first evaluate the effect of

TABLE 4. Superframe length |S| of LSBCCf and LSBCCnf .

FIGURE 12. LSBCC versus LSNBC in networks where nodes have a
leak-free and leak battery in terms of superframe length |S|.

using the energy flush method, discussed in Section III-C,
on superframe length |S|. Let LSBCCf (LSBCCnf ) denote
LSBCC that does (does not) use energy flush. Then we
compare the schedule length produced by LSBCCf against
that by LSNBC.

As shown in Table 4, all superframes generated by
LSBCCnf are significantly longer than LSBCCf . For exam-
ple, in networks with |V | = 10 nodes, LSBCCnf produces
13335714 more slots (40782 times longer) as compared to
those generated by LSBCCf . Similarly, LSBCCnf generates
46240, 43813, 71807, and 71051 times longer superframes
than those by LSBCCf in networks with |V | = 20, 30, 40, 50
nodes, respectively. As explained in Section III-C, discharg-
ing a battery when its energy level is less than bi,min + 1
takes vast number of slots when its leakage rate is very small,
e.g., 10−6.
In the remaining simulations, we use only LSBCC that

utilizes the energy flush method.
Figure 12 shows that the superframe length |S| produced

by LSBCC is longer than LSNBC. As an example, for net-
works where nodes have a leak-free battery and |V | = 10
nodes, LSBCC produces 33 more slots (27.73% longer) as
compared to when using LSNBC. The results are consis-
tent for other networks, i.e., |V | = 20, 30, 40, 50 nodes.
LSBCC produces superframes that are 24.77%, 25.82%,
28.43%, and 28.36% longer than in LSNBC, respectively,
with standard deviation values ranging between 63 and
143. For rWSNs with a battery that leaks, LSBCC gen-
erates 206 more slots (1.7 times longer) than LSNBC in
|V | = 10. Similarly, LSBCC produces 1.43, 1.37, 1.35, and
1.35 times longer superframes than LSNBC when there are
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|V | = 20, 30, 40, 50 nodes, respectively, with standard devi-
ation values ranging between 61 and 298. The reason is
because LSBCC needs to wait for the battery at each node
to be charged (discharged) to its maximum (minimum) level
before it can be discharged (charged). These results show that
the battery cycle constraint of each battery result in a negative
impact on the schedule length. Note that, this experiment
produces similar results for link weight wi,j = 1; the results
are not presented to save space.

Figure 12 also shows that networks that use leak batteries
have longer link schedules than those that use leak-free batter-
ies. Specifically, LSNBC with |V | = 10, 20, 30, 40, and 50
nodes produces superframes that are respectively 1.68, 5.81,
7.79, 10.06, and 10.48 times longer for networks with a leak
battery as compared to when they use a leak-free battery. The
reason is because with leakage, a battery needs a longer time
to accumulate sufficient energy to transmit/receive a packet.
The negative impact of using leak battery on schedule length
is more apparent in LSBCC. More specifically, for |V | = 10
nodes, LSBCC produces 175 more slots (1.15 times longer)
when the battery of nodes leak. Similarly for networks with
20, 30, 40, and 50 nodes, LSBCC generates superframes that
are respectively 1.06, 1.03, 1.01, and 1.02 times longer for
networks with a battery that leaks as compared to when they
use a leak-free battery. This is reasonable because a battery
that leaks means it will take a node a longer time to be
charged to its maximum level and has a shorter discharging
time period than a leak-free battery.

2) CHARGING VERSUS DISCHARGING CONSTRAINT
Figure 13 shows that in networks with batteries that leak,
LSCC generates more slots than LSDC, which means charg-
ing constraint has larger effects on schedule length than the
discharging constraint. More specifically, LSCC produces
0.67 (111 more slots), 0.65, 0.47, 0.41, and 0.77 times longer
superframe than LSDC for networks with 10, 20, 30, 40, and
50 nodes, respectively, with standard deviation values ranging
between 52 and 1190. This is because for LSCC the battery
of each node can be charged if its capacity has reached the
minimum level, while LSDC allows the battery to be charged
at anytime. In contrast, for leak-free battery, LSDC produces
schedules with more slots than LSCC. For example, LSDC
generates 0.32 (32 more slots), 0.82, 0.92, 0.97, and 1.04
times longer superframe than LSCC for networks with 10, 20,
30, 40, and 50 nodes, respectively, with standard deviation
values ranging between 31 and 144. The reason is because
when the battery of nodes is leak-free, energy usage is only
due to packet transmission/reception. That is, a battery does
not reduce to its minimum level from energy loss due to
leaking.

3) CHARGE/DISCHARGE CYCLES
In this simulation, we set ri = 5 and wi,j = [1, 5];
in addition, the leak rate of batteries is set to µi =

{1, 1.2, 1.4, 1.6, · · · , 2.4} × 10−6. Figure 14 shows that the
number of charge/discharge cycles produced by LSBCC is

FIGURE 13. LSCC versus LSDC in networks where nodes have a leak-free
and leak battery in terms of superframe length |S|.

FIGURE 14. LSBCC versus LSNBC in networks where nodes have a
leak-free and leak battery in terms of the number of charge/discharge
cycles.

significantly less than LSNBC regardless of battery types. As
an example, when nodes have a leak-free battery and there are
|V | = 10, 20, 30, 40, 50 nodes, LSBCC generates 43.54%
or 64 fewer cycles, 44.09%, 44.76%, 45.24%, 45.67% fewer
cycles respectively than LSNBC, with standard deviation
values ranging between 22 and 303. Similarly, when the
battery of nodes leaks, LSBCC has 45.89%, 46.15%, 46.73%,
47.41%, and 47.11% fewer cycles than LSNBC for 10, 20,
30, 40, and 50 nodes, respectively, with standard deviation
values ranging between 66 and 602. Due to the battery cycle
constraint, each charge (discharge) occurs only when the
battery has reached its minimum (maximum) energy level in
LSBCC. On the other hand, when using LSNBC, a node’s
battery can be charged (discharged) at any slot when it is (is
not) used.

Figure 14 also shows that the number of charge/discharge
cycles when nodes have a leak-free battery is less than
the case when battery leaks for both LSBCC and LSNBC.
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For example, for |V | = 10 nodes, LSBCC requires 88
or 51.46% fewer cycles when nodes are equipped with a
leak-free battery than when they have a battery that leaks.
The results are consistent for networks with 20, 30, 40, 50
nodes. More specifically, for the leak-free battery case, there
are 50.67%, 50.43%, 49.98%, and 50.25% fewer cycles than
when nodes have a battery that leaks. Similarly, LSNBC and
nodes with a leak-free battery result in 53.48%, 52.48%,
52.2%, 51.97%, 51.57% fewer cycles than when they use a
leak battery for |V | = 10, 20, 30, 40, 50, respectively. The
reason is because a leak-free battery has less charging time
interval than one that leaks.

V. CONCLUSION
This paper addresses a new link scheduling problem, called
LSME, that considers the memory effects that degrade the
lifetime of a node’s battery. The problem is challenging as
nodes have limited capacity, different charging times and
leakage rates, and they use the HSU recharging model. As
a solution, this paper proposes an algorithm called LSBCC.
It also shows analytically the impact of enforcing a cycle
constraint; a main finding is that if nodes’ battery have a
non-negative leakage rate, i.e., µi > 0, the batteries at some
end nodes may never be in the same discharging cycle. This
finding is supported by extensive simulations, whereby the
number of unscheduled links can be up to 98.81% of the
total number of links in the network. When all links can be
scheduled, enforcing cycle constraint increases superframe
length by up to 1.71 times. However, it reduces the number
of charge/discharge cycles by up to 47.41% as compared to
cases where nodes do not have a battery cycle constraint. Fur-
ther, LSBCC in networks with leak-free battery produces up
to 0.54 (0.52) times shorter schedule (fewer charge/discharge
cycle) than with leak battery. Our simulations also show that
an increase in energy harvesting time linearly increases link
schedules. Our work may result in unscheduled links because
the batteries of their end nodes cannot be in the discharging
state simultaneously. As future works, we plan to find a
solution that guarantee all link schedules. Further, one may
consider LSME that uses a dual alternate battery system.
Such system is expected to reduce schedule length as well
as address LSME’s link schedule feasibility.
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