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Abstract— One important feature of every augmentative and 

alternative communication (AAC) application is the image view 

layout (IVL) in a user interface (UI) container, whose size is 

bound by the device's screen size. The IVL problem deals with 

arranging a set of images in a two-dimensional UI container 

with a definitive size. The study seeks to maximize the use of the 

container space to fit in as many images as possible in such a 

way that the number of display sets for the overall images is 

minimum. We consider each image a picture card containing an 

image or a photograph and a text label with a fixed height but 

varying width. The IVL problem is a special case of the 2D Bin 

Packing Problem, which is NP Hard. To provide approximate 

solutions, we propose two greedy-based heuristic algorithms, 

which are Order-IVL and Best-Fit-IVL. For the experimental 

dataset, we use 148 picture cards obtained from an AAC 

application called VICARA. For 30% of the experimental 

scenarios, our evaluations show that Order-IVL produces one 

extra display set than Best-Fit-IVL. Furthermore, Best-Fit-IVL 

results in the same number of image display sets as the optimal 

solutions generated by solving the integer linear programming 

of the IVL problem. In addition, the Best-Fit-IVL consistently 

produces a tidy and neater arrangement of picture cards than 

Order-IVL for all experiment scenarios. 

Keywords— Image View Layout, Picture Cards, 2D Bin 

Packing Problem, Integer Linear Programming, Greedy 

Approach. 

I. INTRODUCTION 

Bad experiences due to poor UI layout can cause a 

distressful feeling for users, and they should be avoided when 

dealing with cognitively disabled users, such as people with 

autism spectrum disorder (ASD) [1], [2]. This paper studies 

a case of UI design for an augmented and alternative 

communication (AAC) application for users with ASD. In 

particular, the image collection feature, which is a display of 

images in an UI container with predefined size. 

Each image in AAC is contained in a frame with a fixed 

width and height. Furthermore, the frame includes a short 

description of the image called a text label. We call a frame 

containing an image or a photograph and its text label as a 

picture card. Fig. 1 shows examples of picture card layout 

in three different mobile-based AAC applications: (a) AAC 

Cboard [3], (b) Leeloo [4], and (c) VICARA [5],[6]. Note that 

any tapping action on each picture card will generate speech 

according to the text label on the card. In this way, autistic 

users with speech difficulties can communicate their 

feelings and needs to other people. 

As can be seen in Fig. 1, the space to display the picture 

cards is bounded by the device screen. Therefore, the 

available picture cards cannot be displayed at once. Notice 

that each card frame has the same size, and the image size will  

be scaled to fit the frame. In this case, any image with a wider 

      (a) AAC Cboard        (b) Leeloo 

(c) VICARA 

Fig. 1. Image View Layout in AAC Cboard, Leeloo and VICARA Mobile 

Applications 

size is going to look smaller than the other images. This 

inconsistency may distract autistic people because, in general, 

they can be easily attracted to detail rather than the whole 

object [7]. 

In this paper, we propose an optimization problem that 

optimally arranges picture cards within a container with a 

given maximum width and height. All images of picture 
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cards are various in width. Therefore, the picture cards 

are also vary in their width. We consider the width of 

images is scaled by fixing their height to a given size. 

Moreover, between every consecutive two picture cards must 

have a  white space or padding, horizontally and vertically. 

Padding helps users organize visual information better. 

Furthermore, fixing the height size keeps the tidiness and 

simplicity of the picture cards display and prevents wider 

images from becoming smaller. 

In accordance with AAC applications, the problem aims to 

maximize the use of the container space by laying down as 

many picture cards as possible so that the overall number of 

picture card sets for display is minimum. Thus, the number of 

user actions to display the next set of picture cards can also be 

minimized. Consequently, the search for the required picture 

cards is more prompt. We call the optimization problem 

image view layout (IVL), which is a special case of a well-

known two dimensional bin packing problem, or 2DBPP 

[8]. 

2DBPP [8]–[10] is a combinatorial problem that has been 

proven to be NP-hard. It optimizes the allocation of a given 

collection of small rectangles (items) to as many large 

identical rectangles (bins) as possible without having them 

overlap. The problem considers each item has different 

width and height. 

Various exact methods for 2DBPP have been shown in [9] 

to solve only up to 100 rectangular items and sometimes 

unable to obtain solutions for a few as 20 items. On the other 

hand, approximate methods such as greedy algorithms [11], 

[12], meta-heuristics [13]–[15], reinforcement learning [16], 

and deep learning [17] can provide a close-to-optimal solution 

for a large number of items with significantly faster runtime 

than the exact techniques. 

Chen et al. [14] addresses an user interface layout problem 

that maximizes the usage space of a large rectangle UI 

container by allocating as many as possible a set of small 

rectangular display components that vary in their width and 

height. They regard their problem as 2DBPP. To approach the 

optimal solution, they use the Firefly algorithm. Another 

study  in [17] addresses an optimization of mobile UI layout, 

which is the arrangement of UI components in a mobile device 

in such way that it minimize the task completion time and 

error rate when users interact with the components. They 

use a deep learning approach called gradient descent to find 

its near- optimal solution. 

The IVL problem is a novel application of the 2D Bin  

Packing Problem. Chen et al. [14] work is the closest related 

work to ours. Their work deals with the arrangement of 

UI elements with various sizes in an UI container with 

predefined width and height. On the other hand, the IVL 

problem arranges  a set of images in a frame with a fixed 

height but its width is adjusted according to the width of its 

image. 

Our main contributions are in three methods to solve the 

IVL problem. First, we formulate IVL as an integer linear 

programming and solve it using an optimizer to get its 

optimal solution as a benchmark for a small number of 

rectangular items, i.e., picture cards, and UI containers. 

Second, two greedy-based heuristic algorithms are designed 

to provide a near-optimal solution for a larger number of the 

items and containers with a low computational cost. 

The remainder of this paper is organized as follows. 

Section II formulates the IVL optimization problem. We 

present two heuristic algorithms in Section III and evaluate 

their performance in Section IV. Section V concludes the 

paper. 

II. PROBLEM FORMULATION 

We follow the six general steps of operations research 
methodology as described in [18] to perform the optimization 
study. They are (i) problem description, (ii) parameters and 
variables definition, (iii) mathematical modeling, (iv) optimal 
solution, (v) interpretation, and (vi) validation. This section 
discusses the first three steps, while the last three steps are 
described in Section IV. 

A. Problem Description 

The goal of IVL is to display as many picture cards as 

possible into a 2D UI container with a fixed width and height 

in order to minimize the number of such containers. IVL 

is a special case of 2DBPP, where the item has a fixed height. 

Furthermore, IVL guarantees that each picture card must be 

packed into exactly one container, in other words, it has to 

be displayed only once. Finally, IVL ensures that every card 

lies inside the UI container.  

To illustrate IVL problem, consider (1) an 340 x 430 UI 

container depicted in Fig. 2, i.e., the container has a width 

size of 340 and height size of 430 units, e.g., in pixel, (2) 

five picture cards and their respective sizes of 150 x 200 

(yellow), 100 x 200 (green), 100 x 200 (blue), 100 x 200 (red), 

and 150 x 200 (black), with a padding size of 10 units. Note 

that each display set is the same size of UI container 

containing a set of non-overlapping picture cards laying inside 

the container. Each container has a number of line sections 

with the same width and height. For example, display set 

1 in Fig. 2a consists of two line sections. The first or top line 

section contains yellow and green picture cards, while the 

second or bottom line section comprises of blue and red picture 

cards. Fig. 2a illustrates the non-optimum arrangement of the 

picture cards according to their order in point (2). The first 

display, i.e., display set 1, contains only the first four picture 

cards, which are the yellow, green, blue and red cards. The 

last picture card, i.e., the black card, is in the second display 

(display set 2). However, if we optimize the arrangement, as 

shown in Fig. 2b, all five picture cards can be laid in one 

display.  

B. Parameters and Variables Definition 

Let n rectangular picture cards with the same height are 

allocated into a limited number of m bins or display sets. 

Each bin ∀� ∈ {1,2, . . . , 	}has the same capacity, which is 

the same maximum weight W and height H. Every 

rectangular item i has its own width wi and height hi, 

for ∀� ∈ {1,2, . . . , �}. 

Following Liu et al. [10], 2DBPP consists of six decision 

variables: 

• �is a binary variable set to 1 if the bin contains at 
least one item. 

• ��is a binary variable set to 1 if item i is inside bin 
�. 
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(a) Non-optimum Display Set 

 

 

 

 

 

 

 

 

(b) Optimum, One Display Set 

Fig. 2. Image View Layout Illustration 

• ��� and ��� are binary variables set to 1 if item i is 

located to the left or under item j, respectively, for 
� ≠ �. 

• �� , �� are positive integer variables including 0, 

denoted by �(���); they indicate the location of item 

i, its bottom and left corner, respectively. 

C. Mathematical Modeling 

An Integer Linear Programming in Eq. (1) presents the 

mathematical model of 2DBPP. Eq. (1a) is the objective 

of 2DBPP which is a minimum number of used bins. The 

objective is subject to constraints (1b) to (1o). 

Constraint (1b) makes sure that each bin is set as used if it 

contains items, and constraint (1c) ensure that each item is put 

into exactly one bin. Constraints (1d) and (1e) guarantee that 

every item lays inside its bin. Next, constraints (1f) and (1g) 

ensure that all rectangular objects do not overlap. According 

to constraint (1h), this non-overlapping checking applies for 

the items that are in the same bin. Constraints (1i) and (1j) aid 

in lessening the symmetry issue, which is all used bins have 

their index value in order. While the later guarantees that 

every item is placed in a bin with an index no higher than the 

item’s index, the former guarantees that a bin can only be used 

if all of the lower index bins are used. For instance, item 1 has 

to go in bin 1, and item 2 needs to go in either bin 1 or 2. 

Lastly, the lower bound o, which is the minimum number 

of used bins, is applied by constraint (1k). Finally, constraints 

(1l) to (1o) define the data types of every decision variable. 

Constraints (1b), (1i), and (1l) are repeated for each bin k, 

where ∀� ∈ {1,2, . . . , 	}, while constraints (1c), (1d) to (1f), 

(1j) and (1o) is for ∀� ∈ {1,2, . . . , �}. Next, constraints (1f), 

(1g), and (1n) apply to two different items � ≠ � , where 

∀�, � ∈ {1,2, . . . , �} . Similarly, constraint (1h) is for two 

different items i < j but it is for each bin k, where ∀�, � ∈ {1,2,
. . . , �} and ∀� ∈ {1,2, . . . , 	}. Finally, constraint (1c) exists 

for each item i in each bin k. 

min 

� �

�

� 
 

1(a) 

s.t. 

� �� ≤ ��

"

�� 
, 1(b) 

 

� �� = 1,
�

� 
 

1(c) 

 

�� + %� ≤ &, 1(d) 

 

�� + ℎ� ≤ (, 
1(e) 

 

�� + %� ≤ �� + &)1 − ���+   � ≠ �, 
1(f) 

 

�� + ℎ� ≤ �� + ()1 − ���+   � ≠ �, 
1(g) 

�� + �� − 1 ≤ ��� + ��� + ��� + ���     � < �,  
1(h) 

 

� ≤ �.     � > 1, 
1(i) 

 

� ��

�

� 
= 1    � < 	, 1(j) 

 

� �

�

� 
≥ 1, 1(k) 

 

� ∈ {0,1}, 
1(l) 

 

�� ∈ {0,1}, 
1(m) 

 

��� , ��� ∈ {0,1}    � < �, 
1(n) 

 

�� , �� ∈ �(���). 1(o) 

We solve the ILP and use its optimal solutions as bench- 
marks to evaluate the performance of the following two 
proposed greedy algorithms. The performance measurement 
involves the number of bins, which are the display sets, 
resulted from both ILP and the two algorithms. 

III. GREEDY-BASED HEURISTIC ALGORITHMS 

As stated in [10], [17] and [14], 2DBPP is an NP-Hard 
problem and its running time to obtain an optimal solution 
increases exponentially with larger number of picture cards 
and the maximum number of display sets. Although IVL fixes 
the height size of all items, their width is still vary. Therefore, 
IVL can be categorized as a combinatorial problem. 
Accordingly, IVL is also an NP-hard problem. Solving a large 
number of instances using an exact method is time-consuming 
and does not provide certainty of a sufficiently good 
convergence to a global optimum [9]. Therefore, we propose 
two greedy-based heuristic algorithms to provide 
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approximate solutions for larger number of pictures cards and 
display sets.  

 

 

 

 

 

 

 

 

 

 

(a) Solution using descending Order-IVL algorithm 

 

(b) Solution using Best-Fit-IVL algorithm 
 

Fig. 3. Solutions using descending Order-IVL and Best-Fit-IVL algorithms 

A. Order-IVL 

The first greedy algorithm simply allocates picture cards 

in ascending or descending order of their width, starting from 

the top line section of the container. We call the first 

algorithm as Order-IVL with its time complexity of 

3(� log �). We assume that an 3(� log �) sorting algorithm 

such as merge sort is used. Therefore, this algorithm’s time 

complexity increases linearly with the number of picture 

cards. Fig. 2b shows a solution generated by Order-IVL by 

sorting the five picture cards as described in Section II-A in 

decreasing order. 

Let consider adding another five picture cards with the 

following sizes: 200 x 200 (brown), 100 x 200  (purple), 

100 x  200 (pink), 100 x  200 (gray), and 100 x  200 

(orange). Fig. 3a shows the results of using descending 

Order-IVL algorithm. Note that using ascending Order-IVL 

also produces three display sets. The orange picture card in 

the third display set can be fit into the first display set so that 

two display sets should be sufficient. 

B. Best-Fit-IVL 

We propose another greedy algorithm called Best-Fit-

IVL. It considers the following two cases and takes different 

actions  accordingly when a current picture card has a width 

larger than the remaining width space for the current line 

section: 

1) case a: the remaining width space is smaller than an 

unassigned picture card which has not been assigned to 

any display set and has the smallest width. 

• action: if it is fit, put the current picture card to the next 
line section, otherwise put it in the first line section of 
the next display set. 

2) case b: the remaining width space is equal or larger than 

a remaining picture card with the smallest width. 

• action: find an unassigned picture card that best fit for 
the remaining width space, i.e., the card which takes 
the most remaining space. 

In the worst case, Best-Fit-IVL performs action for 

case b for every picture card allocation. Therefore, its 

overall time complexity can be accounted as a time to sort 

the picture cards in 3(� log �) find the best-fit picture card 

among those that have not yet laid in the container in 3(�7). 

Therefore, the total time complexity for Best-Fit-IVL 

is3(� log � + �7) = 3(�7). Fig. 3b shows the results of 

using Best-Fit-IVL. As shown in the figure, 10 picture cards 

can now be arranged into only two display sets. The time 

complexity of Best-Fit-IVL  increases quadratically with the 

number of picture cards. With  this type of time complexity, 

the algorithm will be impractical for a very large number of 

picture cards. 

IV. RESULT AND DISCUSSION 

We have implemented Order-IVL and Best-Fit-IVL in 

Python and used Gurobi for Python [19] to solve ILP in 

Eq. (1). Furthermore, a simple website using Django frame- 

work is developed to provide a visualization of IVL solution 

from the two greedy algorithms and ILP. All of our 

experiments are conducted on a 64-bit Windows machine 

with an 11th Gen Intel(R) Core(TM) i5-1135G7 @ 2.40GHz 

and 16 GB of memory. 

(a) Descending Order-IVL 

(b) Best-Fit-IVL 
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(c) ILP 

Fig. 4. Solution samples using descending Order-IVL, Best-Fit-IVL and 

ILP 

We use up to 148 picture cards of VICARA application 

[20] to evaluate the two greedy algorithms against the 

optimal (benchmark) solution obtained by solving ILP (1). 

Each picture card has a fixed height of 145 pixels and a 

white space for each side of the card set to 23 pixels. 

Furthermore, we use  device mode in Chrome browser to 

simulate different sizes of the UI container in four mobile 

devices, iPhone 12 Pro, Pixel 7, iPad Mini and Samsung 

Galaxy A51/71. Note that the size of the container is made 

less than the device screen resolution. 

 Fig. 4 shows a sample of IVL solution produced by the 

three methods in iPhone 12 Pro. The three solutions are 

visualized as a Django website. Among the three solutions, 

Order-IVL generates three displays sets, while the other 

two methods require only two sets for 13 picture cards. 

Notice that Best-Fit- IVL provides better arrangement, i.e., 

tidier and neater, than the other two methods. It is 

reasonable because Best-Fit-IVL tries to use the container 

space as much as possible and at earlier display sets as 

possible. 

The number of display sets is mainly used to measure the 

performance measurement of Order-IVL, Best-Fit-IVL, and 

ILP. Table I shows the number of display sets resulted from 

Order-IVL, Best-Fit-IVL and ILP in four different mobile 

devices. We define three scenarios based on the amount of 

picture cards, which are 13, 30 and 148 cards. After running 

ILP for one day, we fail to get the optimal solutions in 

any of the four mobile devices for the larger number of 

picture cards, i.e., 30 and 148 cards. We exclude the 

running time of the three methods from Table I because from 

their time complexity described in Section III, Order-IVL 

and ILP have respectively the fastest and the slowest runtime 

than their counterparts. These trends consistently apply to all 

scenarios. As an example, Order-IVL, Best-Fit-IVL and ILP  

TABLE I.  EXPERIMENTAL RESULTS OF RUNNING ORDER-IVL, BEST-FIT-IVL AND ILP 

Number of 

Picture 

Cards 

 
Methods 

Number of Display Sets in Four Mobile Devices 

iPhone 12 Pro 

(370 × 645) 

Pixel 7 

(410 × 716) 

iPad Mini 

(748 × 825) 

Samsung Galaxy A51/71 

(392 × 715) 

 
13 

Order-IVL 3 2 1 2 

Best-Fit-IVL 2 2 1 2 

ILP 2 2 1 2 

 

30 
Order-IVL 5 4 2 4 

Best-Fit-IVL 4 4 2 4 

ILP - - - - 

 
148 

Order-IVL 9 7 4 8 

Best-Fit-IVL 9 7 3 7 

ILP - - - - 

produce two  display sets for 13 picture cards in 1.39, 2.01 

and 146.96 seconds, respectively, in Samsung Galaxy 

A51/71. 

As shown in Table I, ILP and Best-Fit-IVL arrange the first 

13 picture cards in only 2 display sets for iPhone 12 Pro, 

while Order-IVL needs one extra display set. However, 

for  the other three devices, all methods lay the 13 cards into 

the same number of display sets. For the larger number of 

picture cards, Order-IVL needs one more display set to lay 

30 cards in iPhone 12 Pro and 148 cards in iPad Mini and 

Samsung Galaxy A51/71 than Best-Fit-IVL. 

Overall, Best-Fit-IVL outperforms Order-IVL in 

minimizing  the number of display sets in order to maximize 

the use of container space at the earlier display sets. Further, 

our research findings find that consistently, Best-Fit-AVL 

provides a better, i.e., a tidy and neater, arrangement of the 

picture cards in each display set for all card sets in all four 

devices. Moreover, our experimental results show that the 

runtime of Order-IVL is only slightly faster than Best-Fit-

IVL. Notice also that Best- Fit-AVL and ILP always produce 

the same optimal number of display sets for the 13 picture 

cards. Here, we can conclude that Best-Fit-IVL is the best 

alternative solution for IVL when getting the optimal solution 

from ILP is not feasible due to its time-consuming solver. 

V. CONCLUSION 

This paper introduces the optimization problem of image 

view layout (IVL) focusing on placing a collection of images 

in a given number of 2D user interface (UI) containers 

with the same size. Here, we view each image as a picture 

card with a text label and an image or photograph on it. 

Furthermore, a container for our case is called a display set 

containing a set of non-overlapping images that can be laid 

within one container. In order to put a maximum number of 
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picture cards into one container while using the fewest 

available containers, the study aims to maximize container 

space. We regard IVL as a special case of 2DBPP, where the 

items are picture cards with the same height. 

In order to model IVL problem, the study uses integer 

linear programming (ILP). Since IVL is an NP-hard 

problem, we design two greedy-based heuristic algorithms, 

Order-IVL and Best-Fit-IVL, to generate close-to-optimal 

solutions. Based on the research results, it appears that Best-

Fit-IVL consistently arranges picture cards neatly in 

minimum number of display sets than Order-IVL. Moreover, 

Best-Fit-IVL can produce the same minimum number of 

display sets as ILP for a small number of photo cards. 

For future work, we plan to (1) use more picture cards, 

(2) approach the near-optimal solution using meta-heuristic 

methods such as swarm optimization algorithms and machine 

learning such as Gradient Descent, and (3) consider other 

factors influencing IVL, particularly in relation to AAC ap- 

plication for users with ASD and speech difficulty. 
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